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1 Introduction
At SA#58, the Release 12 Work Item on Mobile Stereoscopic 3D Services Extensions (M3DV_Ext) was agreed [1]. First, the objectives of the work item are revisited in Section 2. Section 3 presents proposed use cases to be addressed in the context of this work item. The concrete proposals are presented in Section 4.
2 Objective
The objective of Mobile Stereoscopic 3D Services Extensions Work Item is to provide improved support for mobile stereoscopic 3D video in 3GPP specifications. The objectives are:

· Introduce support for timed text and timed graphics for stereoscopic 3D video.

· Address the impact of display characteristics on the quality of experience of the perceived 3D depth in DASH services.

· If there is interest for mobile stereoscopic 3D video for MTSI, then introduce support of mobile stereoscopic 3D video in the MTSI service.
3 Use Cases 
3.1 3D Timed Text and Graphics

3.1.1 Use case description

3GPP SA4 has worked on timed text and graphics for 3GPP services which resulted in TS 26.245 [2] for timed text and TS 26.430 [8] for timed graphics. Both formats enable the placement of text and graphics in a multimedia scene relative to a video element. 3GPP Timed Text and Timed Graphics are composited on top of the displayed video and relative to the upper left corner of the video. A track positioning is defined by giving the coordinates of the upper left corner (tx, ty) and the box values are defined as the relative values from the top and left positions of the track, as illustrated in figure X below.
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Figure X: Example of text rendering position and composition 
defined by 3GPP Timed Text in 2D coordination system

With the introduction of stereoscopic video support, the placement of timed text and graphics will become more challenging. Simply overlaying the text or graphics element on top of the video will not result in satisfactory results, as it may confuse the viewer by communicating contradicting depth clues. As an example, a timed text box which is placed at the image plane with disparity 0, would over-paint objects in the scene with negative disparity.

In addition, text and graphics elements may be placed with an additional degree of freedom in the scene and as such would benefit from higher flexibility in laying out the element in the scene.

3.1.2 Working assumptions and operation points

The timed element should appear correctly on the stereoscopic display, showing correct depth cues. The 3GPP Timed Text and Timed Graphics formats need to be extended appropriately to support correct and flexible layout. 

For terminals without 3D support the layout of the text or graphics element should fallback to 2D placement that is backwards compatible with 3GPP Timed Text and Timed Graphics, whenever possible.

3.1.3 Possible solution

The above problem can be resolved by introducing a new z dimension when describing the position of the timed text and timed graphic tracks. The new dimension would be perpendicular to the image plane (display surface). Due to the new dimension, text and graphics boxes always would be placed parallel to the video track along the new z axis.
The additional dimension of positioning of the timed text and graphics tracks can be based on signalling the position of one corner of the box (tx, ty, tz) in the 3D space and  the width and height of the box (width, height). 3GP file format can be then extended by introducing new boxes that describe the position of the timed text and graphics tracks and boxes in the 3D space. The new boxes if present would override the information of the timed text and graphic tracks positioning in 2D space. Consequently, a natural fallback to 2D placement for the terminals without 3D support would be ensured. 

A terminal which supports the new 3D related signalling information would be able to project the box onto the target views (i.e. the left and right view) and create the 3D timed text and graphic reflecting correct depth placement with relation to the objects in the 3D video. This projective transform can be performed on the terminal side for each of the left and right views and based on the following equation (or any of its variants, including coordinate system adjustments):
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where Vx and Vy represent the pixel sizes in horizontal and vertical directions multiplied by the viewing distance, cx and cy represent the coordinates of the centre of projection for each of the left and right views, and (x,y,z) are the coordinates of the 3D point (in pixels) to be projected. Figure XXX depicts the perspective projection procedure, which results in the required perceived depth.
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Figure XXX: Perspective projection
3.2 Service provisioning based on depth range of the 3D content

3.2.1 Use case description

A service provider offers 3D content that is available as a DASH streaming service to a 3GPP 3D service capable UE. The 3D content is available in multiple representations differed in bitrates, resolutions, etc. similarly as is the case with the 2D content. However, the 3D content is also available with different depth ranges. Each depth range is targeted for specific display parameters, viewing distance, and a user’s preferences to ensure high quality 3D experience. 

3.2.2 Working assumptions and operation points
Appropriate DASH signalling indicating the depth range or the target screen size of stereoscopic 3D video should be specified. DASH clients should be able to conclude based on such signalling the applicability/quality of the stereoscopic 3D video based on the prevailing contextual information. DASH client should be able also to conclude if DASH service content is suitable for a given hardware, i.e. if the depth range of the content is in the range of the comfort zone for a given hardware. 

3.2.3 Possible solution

One possible solution would be to indicate the depth range in form of maximum and minimum disparity values of the stereoscopic 3D video provided over DASH service. The depth range of the stereoscopic 3D video could be then calculated based on the following equation: 
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where D is perceived 3D depth, V is viewing distance, I is inter-pupil distance of the viewer, sD is display pixel pitch of the screen (in horizontal dimension), and d is disparity. 

Another possible solution would be to indicate the screen width (or diagonal) or range of screen widths (or range of diagonals) for which the stereoscopic 3D video, provided over DASH service, is targeted for. 

The calculated depth range based on maximum and minimum disparity or provided screen width (or diagonal) or range of screen widths (or range of diagonals) would allow DASH client to choose version of stereoscopic 3D video which would ensure the highest quality of the 3D experience on a given hardware.
In case of DASH service the maximum and minimum disparity, screen width (or diagonal) or range of screen widths (or range of diagonals) could be signalled as part of MPD describing DASH service.
3.3 3D video conversational services
3.3.1 Use case description
Pete has a state of the art 3D phone. The phone contains a glasses-free autostereoscopic display and two cameras on the front. Anna has a similar phone, although from another brand.  Pete uses his 3D phone to make a 3D video call to Anna. Pete also wants to call Bill. However, Bill's phone only has 2D video support. The phones automatically use 2D mode for the video call. Denny's phone does not have an autostereoscopic display. However, it has a HDMI v1.4a output and can be connected to Denny's 3D TV. In this way, Denny can use his TV to receive 3D video calls from Pete. Pete however receives 2D video from Denny.

3D conversational services have been supported by the newest 3D-enabled products and these applications have been gaining significant popularity among the consumers recently. For instance, the latest 3D-enabled laptops have 3D web cameras that capture and record 3D video, and transfer it to others over the internet, enabling services such as 3D video chat, 3D video conferencing and 3D video phone using web applications.
3.3.2 Working assumptions and operation points

3D conversational video services require 3D-enabled UE devices that capture and record 3D video via the availability of 3D web cameras, and transfer it to other devices over the 3GPP network, e.g., through the use of MTSI services [6]. In addition, 3D-enabled UEs at both ends of the link are required to decode and render 3D video at their UE devices. Most of these devices have 3D screens either 3D glasses-free or with glasses. Furthermore, these devices are typically equipped with 3D video hardware and high-performance software drivers for watching high-quality 3D videos. In order to enable the 3D conversational use case in MTSI the following topics should be considered: specify the codec and format, provide new signalling during the SIP negotiation phase, provide guidelines on codec, format, and parameters.
3.3.3 Possible solution
Based on the conclusion of the Release 11 Study Item on mobile stereoscopic 3D video [4], MTSI could support H.264/AVC frame packing formats, namely Side-by-Side (SbS) and Top-and-Bottom (TaB).  Due to the introduction of frame packing formats in MTSI, the enablers to ensure appropriate (2D or 3D) content is offered to the different devices should be specified. The codec and format should be negotiated through SIP. This requires the SDP information used by SIP negotiation to be understood by both ends. In case of the frame packing formats, the IETF draft [5] could be considered to provide the required SDP extensions.
4 Proposal

Based on this contribution the following actions are proposed:

· To agree on the use cases introduced in this document to be included into a permanent document.
· To agree to provide analysis on the use cases and their relationship to existing relevant specifications.
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