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Introduction
High Efficiency Video Coding (HEVC) standard is currently being jointly developed by Joint Team on Video Coding (JCT-VC), comprising experts from ITU-T VCEG and ISO/IEC MPEG standardization organizations. It is aimed to provide significantly increased coding efficiency over H.264/AVC, especially for high resolution videos. In addition to improved coding efficiency, HEVC includes several tools to improve the implementation complexity of the codec, especially by providing improved parallelism support to make it easier to implement in multi-core, multi-processor architectures. 

We believe HEVC will find use in many digital video services, including the ones defined by 3GPP. In this contribution, we try to overview the draft HEVC standard and also highlight some key differences over H.264/AVC.  
History of HEVC Standardization
The HEVC project formally started in April 2010 by evaluating the responses to the Call for Proposals (CfP) issued by VCEG and MPEG. However, both of the organizations had been studying improvements over H.264/AVC long before that. For example, VCEG was maintaining experimental software (called Key Technological Area, KTA software) since 2006 to collect improvements over the H.264/AVC standard.
As the coding efficiency gains increased in these experimental projects, both of the organizations saw a need for developing the next generation video coding technology that has significant coding efficiency improvement over H.264/AVC. In order to assess various technologies that have been developing in different organizations, VCEG and MPEG issued Call for Proposals (CfP). The CfP defined several experiments to measure the coding efficiency and complexity of various proposals. The results of this CfP was analyzed at the first meeting of JCT-VC at Dresden in April 2010, which kick started the HEVC project [1]
After the April 2010 meeting, JCT-VC experts have been busy working on coding efficiency improvements, design clean-ups, improving the computational complexity aspects and designing the high level syntax and system level interfaces. Following were the notable milestones during this process:
· April 2010: Test Model under Consideration (TMuC) was formed collecting the promising coding tools from various responses to CfP.
· October 2010: First version of HEVC test model (HM 1) was formed.
· February 2012: HM 6  was formed and balloted as the ISO/IEC Committee Draft (CD)
· July 2012: HM 8  was formed and currently being balloted as the ISO/IEC Draft International Standard (DIS)

· January 2013 (scheduled): Next year January, it is scheduled to finalize the first version of the standard.

Performance of HEVC

There have been several studies that measured the coding efficiency improvements of HEVC over H.264/AVC, both using objective tests (by measuring the bitrate-PSNR of different codecs) and also using subjective tests. The subjective results are usually of higher importance as the improvements measured there correspond to the actual improvements a viewer experience. Following would be a rough characterization of the various tests:

· HEVC provides roughly the same subjective visual quality at half the bitrate over H.264/AVC. These gains are somewhat larger for higher resolution video and also somewhat larger for low delay use-cases [2]. Two examples are shown in Figure 1 and Figure 2, for Kimono and BasketballDrill sequences.  
· Using objective measures, HEVC achieves roughly 35% gain over H.264/AVC. Similarly, the gains are somewhat larger for higher resolutions and low-delay use-cases [3]. For example, according the experiments in [3] following objective gains over H.264/AVC were achieved for random access and low delay experiments:

Table 1 Gains of HEVC over H.264/AVC Main Profile in random access setting [3]

	
	Y
	U
	V
	YUV

	Class A
	−36.7%
	−37.6%
	−39.3%
	−36.9%

	Class B
	−39.8%
	−37.6%
	−37.2%
	−39.5%

	Class C
	−30.3%
	−32.1%
	−32.2%
	−30.7%

	Class D
	−27.8%
	−31.3%
	−33.1%
	−28.7%

	Class E
	
	
	
	

	Class F
	−30.8%
	−30.5%
	−31.9%
	−31.0%

	Average
	−33.4%
	−34.0%
	−34.9%
	−33.7%

	Average without F
	−34.0%
	−34.8%
	−35.5%
	−34.3%


Table 2 Gains of HEVC over H.264/AVC Main Profile in low delay setting [3]

	
	Y
	U
	V
	YUV

	Class A
	
	
	
	

	Class B
	−42.2%
	−34.5%
	−35.5%
	−41.2%

	Class C
	−32.6%
	−32.2%
	−33.0%
	−32.7%

	Class D
	−29.7%
	−31.4%
	−32.8%
	−30.2%

	Class E
	−44.0%
	−39.3%
	−39.7%
	−43.2%

	Class F
	−33.7%
	−35.1%
	−37.4%
	−34.6%

	Average
	−36.4%
	−34.3%
	−35.5%
	−36.3%

	Average without F
	−37.0%
	−34.1%
	−35.0%
	−36.7%


· The performance of HEVC was evaluated for coding still pictures and it was found that HEVC uses 56% fewer bits compared to JPEG and 34% les bits compared to JPEG-XR to achieve the same visual quality [4]. At the same bitrate, significant visual quality is achieved as shown 
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Figure 1Result of subjective evaluation for the Kimono sequence [2]
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Figure 2 Result of subjective evaluation for the BasketballDrill sequence [2]
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Figure 3 Extracts of KristenAndSara, frame number 0. Left HEVC at 7.9 Mbps (0.14 bpp), middle JPEG-XR at 8.0 Mbps (0.14 bpp) and right JPEG coded picture at 8.2 Mbps (0.15 bpp).
Key Features of HEVC and differences over H.264/AVC
HEVC follows the same hybrid video coding design, i.e. prediction signal is formed either by intra prediction or motion compensated prediction and the residual signal is transform coded. The coding efficiency gains are achieved by re-designing and improving almost all parts of the codec design. In addition, HEVC includes several tools to make the implementation on parallel architectures easier. Below is a highlight of features, for more complete list, please refer to [5].
Quad-tree block and transform structure: One of the major tool that contribute significantly to the coding efficiency of HEVC is the usage of flexible coding blocks and transforms, which are defined in a hierarchical quad-tree manner. Unlike H.264/AVC, where the basic coding block is a macroblock of fixed size 16x16, HEVC defines a Coding Tree Unit (CTU) of a maximum size of 64x64. Each CTU could be divided into smaller units in a hierarchical quad-tree manner and can represent smaller blocks of size 4x4. Similarly, the transforms used in HEVC can have different sizes, starting from 4x4 and going up to 32x32. 
Utilizing these large blocks and transforms contribute to the major gain of HEVC, especially at larger resolutions. 
Entropy coding: HEVC uses a single entropy coding engine, which is based on Context Adaptive Binary Arithmetic Coding (CABAC), whereas H.264/AVC uses two distinct entropy coding engines. CABAC of HEVC shares many similarities with CABAC of H.264/AVC, but contains several improvements. Those include improvements in coding efficiency and improvements in implementation complexity, especially for parallel architectures. 
In-loop filtering: H.264/AVC includes an in-loop adaptive deblocking filter, where the blocking artefacts around the transform edges in the reconstructed picture are smoothed to improve the picture quality and compression efficiency. In HEVC, a similar deblocking filter is employed but with somewhat less complexity. In addition, pictures undergo a subsequent filtering operation called Sample Adaptive Offset (SAO), which is a new design element in HEVC. SAO basically adds a pixel level offset in an adaptive manner and usually acts as a de-ringing filter. It is observed that SAO improves the picture quality, especially around sharp edges contributing substantially to visual quality improvements of HEVC.
Motion prediction and coding: There have been many improvements in this area, which can be summarized as:
· Merge and AMVP modes: The motion information of a prediction block can be inferred from the spatially or temporally neighbouring blocks. This is similar to DIRECT mode in H.264/AVC but includes new aspects to incorporate the flexible quad-tree structure and methods to improve the parallel implementations. In addition, the motion vector predictor could be signalled for improved efficiency.
· High precision interpolation: The interpolation filter length is increased to 8-tap from 6-tap, which was found to improve the coding efficiency but also increases the complexity. In addition, interpolation filter is defined with higher precision without any intermediate rounding operations to further improve the coding efficiency.
Intra prediction: Similar to motion prediction, intra prediction has many improvements, which can be summarized as:

· Compared to 8 prediction modes of H.264/AVC, HEVC supports angular intra prediction with 33 directions. This increased in flexibility improves both objective coding efficiency and also visual quality as the edges can be better predicted and ringing artefacts around the edges are reduced. 
· The reference samples are adaptively smoothed based on the prediction direction. In addition, to avoid contouring artefacts a new interpolative prediction generation is included to improve the visual quality. 
· Utilization of DST for smaller block sizes instead of DCT. 
Parallel processing: Many of the tools incorporated in HEVC are designed keeping in mind the potential parallel implementations in in multi-core/multi-processor architectures. In addition to this, HEVC includes two dedicated tools for parallel processing:

· Wavefronts: In wavefront parallel processing (WPP), the picture is coded in such a way that first CTU of the second row can be decoded in parallel with the third CTU in the first row. Similarly, first CTU of the third row can be decoded in parallel with the third CTU of the second row. This allows decoding each CTU row with a dedicated core or processor. In WPP, the decoding operation needs to be synchronized between cores at least after each CTU. 
· Tiles: Tiles allow partitioning of the picture into rectangular regions and each region (called Tile) can be decoded in parallel. The functionality is similar to slices in H.264/AVC but more suited for parallel processing as: i) No header information need to be present for each tile increasing the coding efficiency and ii) unlike slices, tiles can be partitioned in a rectangular fashion making the load balancing between cores easier. For tiles, complex inter-process synchronization is not necessary to achieve parallel processing.
It should be noted that utilization of these parallel processing tools are not mandated, which means an HEVC decoder cannot rely on these functionalities but opportunistically use those if they are present in a bitstream. This means, these tools are more suitable for encoder-side parallelism. 

Other functionalities:

· Lossless coding: HEVC allows certain part of the coded picture to be coded in a lossless manner by setting a dedicated flag equal to 1.
· Screen content coding: HEVC includes some tools to better code computer generated screen content, such as skipping the transform coding for certain blocks. These tool are particularly useful for example when streaming the user-interface of a mobile device to a large display. 
Complexity of HEVC

It is a quite difficult task to measure the complexity of a video codec, due to different constraints placed with different architectures. For example, for hardware implementations CABAC might not be very problematic but for software implementations it could become a bottleneck, especially at higher bitrates. Nevertheless, there had been several studies that analyses the complexity of HEVC, and the conclusions could be roughly summarized as [6][7]:
· HEVC Decoder: Even though many parts of HEVC are more complex than their counterparts in H.264/AVC (e.g. motion compensation, intra prediction), some parts are easier to implement (e.g. CABAC, deblocking filter). Therefore, the additional complexity of HEVC decoder over H.264/AVC decoder is not expected to be substantial. Actually, there are already some demo implementations that show real-time playback of 1080p content on a mobile device [8]. 

· HEVC Encoder: As well known, the standard does not define how the encoding is performed, which means there will be various encoders with different complexity-quality trade-offs. However, it is estimated that the encoder complexity of HEVC needs to be substantially higher than that of H.264/AVC, in order to achieve the coding efficiency gains of HEVC. The main reason is that there exists significantly higher number of combinations to be tested during the rate-distortion optimization, as HEVC supports much more flexible partitioning of blocks and transforms. It should be noted that the parallel processing tools are mostly useful for encoders and their efficient utilization is expected to improve the complexity aspects of HEVC encoders. It is also expected that there will be significant efforts over the coming years to develop efficient methods for HEVC encoding.
HEVC Profiles
The DIS version of HEVC defines a single profile, called Main Profile. By defining a single profile for the majority of services, it is expected that there will be less fragmentation and market confusion. In addition to Main Profile, HEVC defined the following two profiles after the October meeting:
· Main Still Picture Profile: This profile utilizes the identical coding tools as the Main Profile but used for coding still pictures. JPEG is currently studying incorporating the HEVC Main Still Picture Profile within its standards and define the meta-data and other relevant container formats. 

· Main 10 bits profile: This profile is used to code 10 bit input video with identical coding tools as defined in Main Profile. It is expected that 10-bit video will be increasingly common within consumer applications, especially the newly defined using UltraHD services, and this profile is defined to fulfil these emerging consumer facing applications of coded 10-bit video. 
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