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1 Introduction
One of the essential steps for an application level FEC is to partition a given file into several source transmit blocks and working symbols for FEC encoding. This document provides methods for such segmentation with low transmission overhead.

2 Transmit Block Segmentation
Given a source file of size F bytes and a delivery packet size of T bytes, the segmentation parameters will be determined.  First, it is recommended that the FEC transmit symbol size be equal to the packet size.  A natural way for FEC encoding to work is on the source transmit block of K=ceil(F/T) transmit symbols.  However, the decoder typically has a memory constraint.  In order to allow the decoder to work in the available working memory, the source transmit block must be broken into smaller parts.  Let WS denote the decoder working memory size in bytes.  The maximum number of transmit symbols, Kmax, would need to satisfy
                                                           Kmax*T<=WS.

If we allow a source transmit block with Kmax transmit symbols, then the size F file can be partitioned into 
                                                          Z=ceil(F/(Kmax*T))  
source transmit blocks.  Such segmentation will result in transmit overhead of Kmax*T*Z-F bytes. 

Example 1:

Let F=50000 bytes, T=20 bytes and WS=4000 byte. Then Kmax= WS/T=200 and Z=13. The overhead is Kmax*T*Z-F=2000 bytes. 

Obviously, this kind of segmentation is not very economic. One obvious way to reduce the overhead is to reduce the source transmit block size. 

Example 2:

Let F=50000 , T=20  and WS=4000. Take K=125<Kmax=200, then K*T<WS and  Z=ceil(F/K*T)=20. The overhead is K*T*Z-F=0.

However, the reduction of K from Kmax in Example 2 is 37.5%. This may cause inefficiency for FEC.  This problem can be partially alleviated if we allow two different sized source transmit blocks.  One type of source transmit blocks with K1 transmit symbols and the other type with K2 transmit symbols.

Example 3:

Let F=50000 , T=20  and WS=4000. Take K1=193<Kmax and K2=192<Kmax, Then with ZL=4 size of 193 source transmit blocks and ZS=9 size of 192 source transmit blocks, the overhead is K1*T*4+K2*T*9-F=0.
The reduction of the size of a transmit block is 1-K2/Kmax=4%.

Let P denote a limitation on the reduction percentage of  the size of source transmit block from Kmax. The following pseudo code gives a method to generate the source transmit block size K1 and K2 such that the following conditions are satisfied:

1. K2=K1-1;

2. (1-K2/Kmax)<=P;
3. Low overhead

Method(T):

Initialization: K=Kmax=ceil(WS/T) and overhead=F;

while ((overhead>0) and ((1-(K-1)/Kmax)<=P)){

    Compute Z= ceil(F/(K*T)) and  OH=T*K*Z-F;
    If (OH>=0 and OH<overhead){

    KL=K; ZL=Z and ZS=0;}

    If( (Z-ceil(Kmax/(K-1))>0){
        Compute: nS=floor(Z/2) and nL=ceil(Z/2) and OH=T*(K*nL+(K-1)*nS)-F;

        while(OH>=0)&&(nL>=0)){

          if(OH<overhead){
            overhead=OH;KL=K;
            ZL=nL;
            ZS=nS;
          } 

         nL --; nS ++;
          compute OH=T*(K*nL+(K-1)*nS)-F;
        }

     }

}
Method(T) generates two different type of source transmit blocks.  One is with KL transmit symbols and the other is with KS=KL-1 transmit symbols. The total number of size KL source transmit blocks is ZL and the total number of size KS source transmit blocks is ZS.

Example :

Let F=50000, T=20 and WS=4000.  Let P denote the allowed percentage size reduction from Kmax, Then Method(T) generates the following results
1)  P=1% : KL=200, ZL=0, KS=199, ZS=13 and overhead = 1740;

2)  P=2% : KL=199, ZL=0, KS=198, ZS=13 and overhead = 1220;

3)  P=3% : KL=196, ZL=0, KS=195, ZS=13 and overhead = 700;

4)  P=4% : KL=194, ZL=0, KS=193, ZS=13 and overhead = 180;

5)  P=5% :  KL=193,ZL=4, KS=192, ZS=9 and overhead = 0.

3 Working Symbol Segmentation
In order to keep the FEC information size as large as possible, but at the same time still satisfy the working memory constrain K*T<= WS, another segmentation option is to reduce the symbol size of a source block, that is to partition a transmit symbol to several transmit working symbols. 

Let T be the transmit symbol size, in bytes, such that T is a multiple of AL, and where AL is the symbol alignment parameter given by the network. Let Tw denote the working size, in bytes. Then Tw shall satisfy two conditions

1)  Tw is a divisor of T
2)  Tw is also a multiple of AL 
Now a natural extension of the segmentation method given in Section 2 is: partition F into two types of source working transmit blocks, one type source working transmit block with KL working symbols and the other with KS=KL-1 working symbols such that the following conditions are satisfied   

Condition 1: KL*Tw<= WS

Condition 2: Let ZL(ZS) denote the number of size KL (KS) source working blocks, then ZL*Tw and ZS*Tw must be a multiple of T, respectively.

Let T=T’*AL. Then a working symbol size can be AL, 2*AL,…,(T’-1)AL, T’*AL. Denote Kmax(t*AL) =ceil(WS/(t*AL)), where t=1,…T’. Then we have Kamx(t*AL)>Kamx(t’*AL) when t’>t
Moreover, since the working symbol size must be a divisor of T, the number t*AL with t not being a divisor of T cannot be selected to be a working symbol size. 

Let Tb=b*AL be the smallest size of working symbol that is allowed. The following pseudo code, then, generates all possible working symbol sizes that great than or equal to Tb.

Initialization: B=floor(T’/b), t=1, i=0;

while (t<B){

    if (mod(T’,t)==0) {

       Tw(i)=ALL*(T’/i);

       i++;

   }

  t++;

}
It is clear that Tw(0)=T and Tw(i)>Tw(i+1).  Let Tw(N) be the smallest working symbol size. In searching for the segmentation that has the lowest overhead with the working symbol size Tw(N), we set a limitation of the smallest KL to be great than Kmax(Ts(N-1)) , otherwise the Tw(N-1) working symbol size is preferred.
We now modify segmentation Method (T) based on the working symbols satisfying Condition 1 and Condition 2. 

Method (Tw)   

Initialization: K=Kmax(Tw(N)) ,Kn=Kamx(Tw(N-1)) and  overhead=F;

While((overhead>0) and (K-1)>Kn){

    Compute Z= ceil(F/(K*Tw)) and  OH=Tw*K*Z-F;
    If (OH>=0 and OH<overhead and mod(Z,T/Tw)==0){

    KL=K; ZL=Z and ZS=0;}

    If( (Z- ceil(Kmax/(K-1))>0){

      Compute: nS=floor(Z/2) and nL=ceil(Z/2) and OH=Tw*(K*nL+(K-1)*nS)-F;

      while(OH>=0)&&(nL>=0)){

        if(OH<overhead and mod(nS,T/Tw)==0 and mod(nL,T/Tw)==0 ){
           overhead=OH;KL=K;
           ZL=nL;
           ZS=nS;
       }

      nL --;
       nS ++;
       compute OH=Tw*(K*nL+(K-1)*nS)-F;
    }

}
Example 5:

  Let F=50000, WS=1000, T=100, AL=4 and Tw=20. Then all possible working symbol size allowed are Tw(0)=100 and Tw(1)=20, with Kmax(Tw(0))=10 and Kamx(Tw(1))=50. The Method(Tw) generates KL=46 with the number of such source working blocks ZL=25, and KS=45 with  the number of such source working blocks ZS=30.  

4 Communication of Parameters
The following parameters are needed to be communicated from the encoder to the decoder:
Transfer file size F;

Transmit Symbol Size T; 
ZL: The number of transmit blocks with KL working symbols (and the number of working blocks with KL working symbols);
ZS: The number of transmit blocks with KS working symbols (and the number of working blocks with KS working symbols);

Tw:  The working symbol size in bytes.
The parameters KS and KL can be computed via KS = ceil( (F/T-ZL) / (ZL+ZS) ) and KL=KS+1.
5 Proposal

The segmentation methods described in this document can be used to partition a file for MBMS layer FEC. Propose for an agreement for Section 4.
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