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1 Introduction

From the evaluation of the self-verified results it is obvious that several candidates may provide an improvement to the existing MBMS FEC, especially in terms of transmission and receive overhead. The main open issues are the performance in a realistic service and end device environments, especially the performance on a mobile device. Indicative numbers have been provided with the submission, but for final selection of a single FEC more detailed numbers are necessary.
It is proposed to use this document as a starting point for defining rigorous evaluation of the qualified candidates to produce relevant metrics for FEC selection at SA4#70. The detailed proposals are provided in section 7.

This update takes into account additional requirements in S4-120861. These updates are provided in markup.
Open Items are specifically highlighted in yellow.

2 Tests Configurations & Parameters
The following use cases should be considered (for details refer to S4-120552):

LTE Download Delivery
Note that the file size shall be in derived with 
· 1 kByte = 1024 Byte, 
· 1 MByte = 1024 * 1024 Byte
· 1 GByte = 1024 * 1024 * 1024 Byte 
	Test Case
	Error conditions
	Bitrate

kbit/s
	File size

	LD60
	Markov, 3km/h, 20%
	1065.6
	HD (1.8 GB)

	LD103
	Markov, 120km/h, 1%
	1065.6
	Clip (3 MB)

	LD104
	
	1065.6
	SD (128 MB)

	LD105
	
	1065.6
	HD (1.8 GB)

	LD118
	Markov, 120km/h, 20%
	1065.6
	Clip (3 MB)

	LD119
	
	1065.6
	SD (128 MB)

	LD120
	
	1065.6
	HD (1.8 GB)


DASH-based Streaming Delivery over LTE
	Test Case
	Error conditions
	Segment
Duration
in seconds
	Bearer 
Bitrate

kbit/s

	LS21
	Markov, 3km/h, 20%
	1
	1065.6

	LS24
	
	4
	1065.6

	LS27
	Markov, 120km/h, 1%
	1
	1065.6

	LS30
	
	4
	1065.6

	LS45
	Markov, 120km/h, 20%
	1
	1065.6

	LS48
	
	4
	1065.6


3 Test Platform and Operation Conditions
Test Platform:
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Figure 1 – Test Platform
Test Files:

· Common file are used: http://media.xiph.org/ED/ed-pixlet.mov
FLUTE Packet Test Streams: 
· The streams delivered by proponents will be delivered in PCAP format. They will be provided with a description file summarizing the parameters used for the stream.
· The streams should use the parameters as defined in the candidate submission for the respective use case and may also be used for verification of the performance results. If parameters are changed for some use cases, the candidate should provide a rationale for such change and new overhead performance results for these cases.
Error Generator: 
· The error generator is an independent tool simulating errors in the transmission; 
· Exact error patterns are provided for the different cases
Error Conditions:
· For each use cases, the measures should be done with 2 error configurations:

· At the minimal reception overhead supported by the code (i.e. 100% of errors are applied),

· At a higher reception overheads where 33% of errors are applied (i.e. one error every three errors is applied).

Reference Device: 
We propose also to use one reference device for the tests:
· Requirements

· Consistent conditions can be generated

· Switches off all unnecessary process

· Runs in performance mode, not On-Demand mode to avoid CPU fluctuations
· One core shall be used.
· Measurement/Profiling can be installed

· More details need to be checked

· Example

· Samsung Galaxy S2 (GT-I9100P) Smartphone, running Android 2.3.4. The processor is a Dual-core Exynos 4210 1.2GHz processor ARM Cortex-A9.
· Samsung MB-MSBGA Flash memory card - 32 GB microSDHC - 1 x microSDHC SD Card (Class 10) – available on Amazon
Any other information can be provided in an additional part of the contribution. Additional information could be, for example, additional results on other platforms . 

In addition to choosing a platform(s) or possibly making it part of choosing a platform(s), also configurations as well as (high) level test procedures shall be defined to avoid significant divergence. 

Some examples are: 

· Make sure that the software configuration of the platforms are equal, for example to avoid that certain evaluations run a background task while others may not.  The above example model needs to be checked if it fulfils the requirements.
· Make sure the OS and OS versions are equivalent. The above example model needs to be checked if it fulfils the requirements.
4 Test Conditions & Test Procedure

4.1 Download Delivery
Generate FLUTE Packet Test Streams

· Candidates generate Test Streams for each for each of the three file sizes from above

· Take the first x MByte from http://media.xiph.org/ED/ed-pixlet.mov
· Provide the exact setting as documented in the performance evaluation. This preferable includes documentation as follows
· number of source symbols K, 

· symbol size T, 

· code rate CR, 

· sending order of encoding symbols within a source block,
· sending order amongst source blocks (if applicable),

· sub-blocking parameters
Apply Error Pattern
· Generate V=3000 test vectors that are applied to the PCAP stream

· Apply overhead conditions as documented in the submission of the candidates, i.e. truncate the PCAP stream accordingly. This should result then in a file reception probability of 99%
· Apply error conditions according to the provided test vectors
· If testing and decoding of all 2970 (99% of 3000) is considered to heavy for performance evaluation then select a subset of the 2970 test vectors, then select N<2970 vectors, where vectors are chosen that have the minimum amount of received PCAP packets of all the vectors

Decode N PCAP streams
· Each of the N PCAP streams are sequentially moved to the SD card

· Decoding is performed by decoding each of the N streams

· The evaluation metrics as documented below shall be generated for each for the N cases
· The file shall be recovered on SD card

· A diff between the original file and the reconstructed file shall be successful

· Average of each evaluation metric across all the N cases shall be provided

4.2 Stream Delivery

Generate FLUTE Packet Test Streams

· Candidates generate Test Streams for each for each of the three file sizes from above

· Split the file http://media.xiph.org/ED/ed-pixlet.mov into 

· 86400 sequential files for 1 second size protection period, where each file is of sufficient size

· 21600 sequential files for 4 second size protection period, where each file is of sufficient size

· Take the first x kByte from each of the files, where x is determined by the results provided in the candidate submissions
· Apply the exact setting as documented in the performance evaluation. This preferable includes documentation as follows
· number of source symbols K, 

· symbol size T, 

· code rate CR, 

· sending order of encoding symbols within a source block,

· sending order amongst source blocks (if applicable),

· sub-blocking parameters
Apply Error Pattern
· Generate a test vector of length Tv (= 24 hours) that are applied to the PCAP stream

· Apply error conditions according to the provided test vector
· Of the Nchunk = 86400 and 21600 chunks, at most 24 are not decodable, 

· If testing and decoding of all N = Nchunk - 24 is considered to heavy for performance evaluation then select a subset of the N test vectors, then select N<Nchunk-24 vectors, where N vectors are chosen that have the minimum amount of received PCAP packets of all the vectors

Decode N PCAP streams
· Each of the N PCAP chunks are sequentially or totally moved to the SD card (or directly to the RAM). It must be ensured that the order on the SD card is the same as the delivery sequence
· Decoding is performed by decoding each of the N chunks
· The evaluation metrics as documented below shall be generated for each for the N cases

· The chunks shall be recovered on SD card

· A diff between the all original chunks and the reconstructed chunks shall be successful
· Average of each evaluation metric across all the N cases shall be provided

5 Metrics

We propose to follow the test procedure as described in S4-120552. We propose to refer to the following Abstract Decoding Process:
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Figure 2 – Abstract Decoding Process
· Preparation: every operation occurring after the raw reception and when symbols or sub-symbols are available in memory for decoding. It includes for instance the time or accessing the data from the SD Card. It is done as often as necessary to get the 
· Correction: every operation of the FEC decoding process of the blocks or sub-blocks.
· Storage: every operation occurring to write the symbols in the SD Card for the creation of the original file, up until the final file is fully corrected. 

We propose to measure the following metrics:
1. CPU Metric
a. Average Decoding CPU: add definition
b. Peak Decoding CPU (measured over a time window of the segment duration for streaming): add definition
· Comments: This makes sense in some situations where you are trying to minimize additional latencies in the client due to decoding delay, and you have to keep the CPU utilization during decoding below a certain maximum, e.g., 10% of the CPU. Another way to look at this is to constrain the maximum CPU usage to a reasonable value, e.g., 10%, and then see what period of time it would take to decode a source block. The 10% can be there because other processes and applications are running during decoding, and if decoding takes up too much of the CPU at any point in time it can negatively impact the other processes or applications. There might be cases where 6-8 other streams being received at a UE at the same time, and one needs to provision CPU for all of them simultaneously, not just decoding but everything else as well, so the decoding CPU needs to be very small in these cases. The total decode time of a source block can be important because it indicates in some cases an additional delay before being able to play back content.  This can be for streaming for sure, but also for content for which data is delivered to the device and stored cached without further processing, and then the data is read back in and decoded and played out in real-time as the content is consumed.

2. Memory Metrics

a. Average Memory Usage including all data processed and stored during the decoding process, e.g., received data stored in memory to recover source data, and recovered source data, plus other working memory to support recovery logic, etc.

b. Peak Memory Usage (see how average memory usage is prescribed above and use similar definition here)
3. Latency Metrics: 
a. Average decoding delay (see comments above for Peak Decoding CPU)
· for every step of the abstract decoding process
· for the complete abstract decoding process

b. Maximum decoding delay (see comments above for Peak Decoding CPU)
· for every step of the abstract decoding process

· for the complete abstract decoding process
It would be suitable to check if common measurement tools can be applied.

6 Verification

A process for verification of the provided results needs to be defined.
7 Proposal

It is proposed to use this document as a starting point for a more rigorous evaluation of the qualified candidates to produce relevant metrics for FEC selection at SA4#70. 
It is also proposed to work according to the following time plan

· June 6, 4pm – 6pm cest - Progress the rigorous evaluation conditions based on the starting point (submission deadline June 4th). Prior discussion on the MBS list is encouraged
· June 13, 4pm - 6pm cest  - Agree the rigorous evaluation conditions (submission deadline June 12th). A similar process for submission of results as for the candidate submissions may be defined.
· June 27, 4pm - 6pm cest - check the progress of the evaluation and do final adjustments in case any ambiguities have been observed (submission deadline June 25th)

· July 11, 4pm - 6pm cest - check the progress of the evaluation and define verification (submission deadline July 9th)

· August 1, 4pm - 6 pm cest - submit the results of rigorous evaluation conditions. Contributions and experiment results expected for 26th July 
Furthermore, it is proposed to agree on the following requirements:
· The evaluation shall emulate/reflect real-world operation as close as possible under the constraints of having comparable results

· For the evaluation the codes and packetization schemes as described in the submission of the candidates shall be applied

· For rigorous evaluation the same parameters as provided in the submission of the candidates should be used, if not used rationale for such change should be provided and new overhead performance shall be provided, 
· The generated results shall be verifiable. A process for verification prior to SA4#70 shall be defined.
· The metrics to generate shall reflect real-world operation constraints and shall at least include CPU, memory, latency and footprint considerations. Peak and average values are relevant.
· Harmonization of evaluation methodologies based on the ideal code results shall be agreed.

· The evaluation process shall define measurement methodologies for the metrics by defining detailed measurement procedures and preferably define software utilities to be used, for each of the performance metrics to be reported.

· Test vectors defining loss patterns, for each agreed test case, shall be made available to the qualified candidates.
· The conditions for testing shall be defined which describe the steps to set up the device for test, to perform the test, and how to collect the measurement results.

· The evaluation procedure shall determine a device that is accessible and considered suitable.
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