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1 Introduction

From the evaluation of the self-verified results it is obvious that several candidates may provide an improvement to the existing MBMS FEC, especially in terms of transmission and receive overhead. The main open issues are the performance in a realistic service and end device environments, especially the performance on a mobile device. Indicative numbers have been provided with the submission, but for final selection of a single FEC more detailed numbers are necessary.
To collect such numbers, it is proposed to focus on a specific environment that takes into account

· specific use cases selected from the set of available use cases in the permanent document. For details see section 2

· specific metrics to be considered in the evaluation. For details see section 3.

· specific mobile device platforms under specific operation conditions. For details see section 4.
2 Use Cases

The following use cases should be considered (for details refer to S4-120552):

LTE Download Delivery

	Test Case
	Error conditions
	Bitrate

kbit/s
	File size
	FEC Overhead
	[T; Kt; Z; Ns; G]

	LD13
	Markov, 3km/h, 10%
	266.4
	Clip(3 MB)
	
	

	LD19
	Markov, 3km/h, 20%
	266.4
	SD (128 MB)
	
	

	LD60
	Markov, 3km/h, 20%
	1065.6
	HD(1.8 GB)
	
	

	LD109
	Markov, 120km/h, 5%
	1065.6
	SD (128 MB)
	
	

	LD120
	Markov, 120km/h, 20%
	1065.6
	HD(1.8 GB)
	
	


DASH-based Streaming Delivery over LTE

	Test Case
	Error conditions
	Segment
Duration
in seconds
	Bearer 
Bitrate

kbit/s
	Supported
Media Bitrate
	[T; K; N'; G] 

	LS9
	Markov, 3km/h, 5%
	1
	1065.6
	
	

	LS21
	Markov, 3km/h, 20%
Markov, 120km/h, 20%
	1
	1065.6
	
	

	LS24
	
	4
	1065.6
	
	

	LS45
	
	1
	1065.6
	
	

	LS48
	
	4
	1065.6
	
	


3 Metrics

For each use case the following metrics are considered relevant

· Code settings used for source blocks and transmission strategy, i.e.: 
· number of source symbols K, 
· symbol size T, 
· code rate CR, 
· sending order of encoding symbols within a source block and 
· sending order amongst source blocks (if applicable).  
· Average Decoding CPU at 
· the minimal reception overhead supported by the code, and 
· at higher reception overheads at for example increments of 5%, where a random set of the generated encoding symbols are received at each reception overhead.  (This provides a decoding speed at a set of reception overheads, which can be used to see the peak decoding CPU when loss is highest and reception overhead is 0%, and also at higher reception overheads when loss is lower.)
· Average Memory Usage including all data processed and stored during the decoding process, e.g., received data stored in memory to recover source data, and recovered source data, plus other working memory to support recovery logic, etc.
· Peak Decoding CPU (measured over a time window of 1 second) This makes sense in some situations where you are trying to minimize additional latencies in the client due to decoding delay, and you have to keep the CPU utilization during decoding below a certain maximum, e.g., 10% of the CPU. Another way to look at this is to constrain the maximum CPU usage to a reasonable value, e.g., 10%, and then see what period of time it would take to decode a source block.  The 10% can be there because other processes and applications are running during decoding, and if decoding takes up too much of the CPU at any point in time it can negatively impact the other processes or applications. There might be cases where 6-8 other streams being received at a UE at the same time, and one needs to provision CPU for all of them simultaneously, not just decoding but everything else as well, so the decoding CPU needs to be very small in these cases. The total decode time of a source block can be important because it indicates in some cases an additional delay before being able to play back content.  This can be for streaming for sure, but also for content for which data is delivered to the device and stored cached without further processing, and then the data is read back in and decoded and played out in real-time as the content is consumed.
· Peak Memory Usage (see how average memory usage is prescribed above and use similar definition here)
· Average decoding delay (see comments above for Peak Decoding CPU)
· Maximum decoding delay (see comments above for Peak Decoding CPU)
The performance should be carried out for downloading 

· 200 files

· 1 hours streaming
4 Mobile device platform and Operation Conditions

The following devices/platforms/OSs are considered appropriate for reporting results:

· <tbd>
5 Proposal
It is proposed to use the use cases, metrics and mobile device platform and operation conditions as a starting point for a more rigorous definition to define expected metrics for SA4#70. The conditions ought to be defined and agreed during SA4#69 and the results of these metrics will be taken into account in the FEC selection during SA4#70.
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