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Executive Summary

The VIDEO SWG has the responsibility of the Mobile 3D Video Coding (M3DVC) Study Item.

The main objectives within this working environment are:

· Identify mobile 3D video use cases.
· Specify the associated requirements and working assumptions.

· Evaluate the different solutions or candidate technologies.

· Identify the potential needs for updating the existing 3GPP specifications.

The sessions of the VIDEO SWG were planned on Monday afternoon, Tuesday morning, and Wednesday afternoon. 
The joint MBS-VIDEO session from Tuesday afternoon is reported in the MBS SWG report.

We began the meeting by a short review of the study item description, its associated time plan and the draft technical report as it was presented for information at the last SA plenary.

We have considered input documents providing technical solutions such as the support of 3D formats in the 3GPP file format.

We have agreed on the inclusion of performance evaluations of the codec efficiency of MVC in full resolution per view and H.264/AVC frame compatible formats.
A performance evaluation of DASH-based streaming with HTTP-caching has also been included into the TR.
Regarding the progress of the Study Item and the still expected technical analysis, the video SWG attendance agreed in extending the Study Item for 2 additional meetings.

A revised time-plan is to be presented in SA4 plenary for approval.

The chairman invited all the contributors to provide technical solutions or analysis of the deltas with the current 3GPP specs for each 3D use case which is of their interest, so as to maximize the chances to fit within the Release11 time frame for the expected following Work item. 
The output documents of the Video SWG are:

· The draft TR v1.1.0 Mobile 3D Video Coding for SA4 approval including the agreed documents in the video sessions. 
· The revised M3VC Time plan for approval.

· The current document also for approval. 

Meeting Minutes

9.1
Opening of the session 

The Video SWG chairman, Mr. Gilles Teniou (Orange), welcomed the delegates and opened the session.

Mr. Frédéric Gabin (ST-Ericsson) volunteered as secretary.

The chairman presented the schedule.

9.2
Approval of the agenda and registration of documents

The document S4-120017 Proposed meeting agenda for VIDEO SWG during SA4#67 from the VIDEO SWG Chairman, was presented by the chairman. 
The document S4-120017was agreed.
9.3
Reports and liaisons from other groups

The document S4-120076 Liaison Letter on 3D Video Coding Technology from Convenor ISO/IEC JTC1/SC29/WG11 (MPEG) was presented by the chairman. 

Mr. Jimmy Chen (Motorola) stated that this LS is about new MPEG information and intentions on AVC and MVC. 

Mr. Frédéric Gabin (ST-Ericsson) thought this LS was interesting but not relevant as of today. It might become for 3GPP in the future because of multi-view and better coding efficiency of HEVC. Hopefully MPEG will keep 3GPP informed about it. 

Mr. Jimmy Chen (Motorola) agreed and added that we could open a new study item when we receive the results. 

The chairman proposed that we liaise with MPEG when we work on these features like multi-view. But right now he agreed that this is not directly relevant to the ongoing study. 
The document S4-120076 was noted.
9.4  
Review of the WID, TR and Time plan
The chairman proposed not to open the document S4-110548 (SP-110310) Study Item Description on Mobile 3D Video Coding which was listed for memory only. The document S4-110548 was formally noted without presentation.

The document S4-111019 Time plan for “Mobile 3D Video Coding” Study Item was presented by the chairman. 

Mr. Lukasz Kondrad (Huawei) proposed that this time plan be re-discussed once all Tdocs are processed. The document S4-111019 was parked.

The document SP-110799 TR 26.905 Mobile stereoscopic 3D video (Release 11) version 1.0.0 was just listed for information.
9.5  
Discussion and supporting material 


9.6  
TR and documents for agreement 

The document S4-120105 Mobile 3D Video use case for correct rendering of 3D video from Telefon AB LM Ericsson, ST-Ericsson SA, NOKIA Corporation was presented by Mr. Frédéric Gabin (ST-Ericsson). 

Mr. Gilles Teniou (Orange) thought another word than “garbage” could be more explicit. 
Comments were made by Mr. Jimmy Chen (Motorola), Mr. Kyungmo Park (Samsung) and Mrs. Jamie Gordon (RealNetworks) that led to online edits to improve the language. 
The document S4-120105 was updated to S4-120174. 
The document S4-120174 was agreed without presentation.
The document S4-120138 Performance comparison of stereoscopic 3D video formats from HuaWei Technologies Co., Ltd was presented by Mr. Lukasz Kondrad (Huawei). 
Mr. Frédéric Gabin (ST-Ericsson) thanked the contributors for providing these test results that looked reasonable. He noted that the clips used were short and about their availability. 
Mr. Lukasz Kondrad (Huawei) indicated that these were the clips used in the past 3GPP Study Item. 
Mr. Frédéric Gabin (ST-Ericsson) indicated that it was unfair to compare JM and JMVC codec since they have different levels of optimizations. It was agreed to add a note about this. Mr. Frédéric Gabin (ST-Ericsson) also asked about the up/down-sampling filters being used. 
Mr. Gilles Teniou (Orange) asked why the evaluation compares both codecs in full resolution per view and why not considers down-sampling MVC since the 3D mobile phones in the market are all based on a parallax barrier which divides resolution by 2. 
Mr. Lukasz Kondrad (Huawei) thought the results would be the same more or less. 
Mr. Gilles Teniou (Orange) said that in the case of full resolution per view format, such as MVC used for 3D Blu-Ray, the UE would have to decode the 2 views and down-sample them. Twice more data is encoded than the UE is able to display. This is one of the concerns of Orange. Orange finds some advantages for MVC for backward compatibility but for dedicated mobile services, there is no identified advantage to use of MVC right now. 
Mr. Frédéric Gabin (ST-Ericsson) indicated that the limited value to compare PSNR of full resolution views and up-sampled views (SbS/TaB), as PSNR depends on up-sampling filters and visual assessment would be needed. 
Mr. Lukasz Kondrad (Huawei) agreed to this observation. 
Mr. Frédéric Gabin (ST-Ericsson) further wondered why the motion search range was set to 16 when 64 would have been better. Mr. Lukasz Kondrad (Huawei) then said it followed the last study item setup.
The document S4-120138 was updated to S4-120175 which was then reviewed and agreed.
The document S4-120139 Usage of frame packing format for common provisioning of 2D and 3D content from HuaWei Technologies Co., Ltd was presented by Mr. Lukasz Kondrad (Huawei). 
Mr. Frédéric Gabin (ST-Ericsson) observed that this was basically using slice groups to enable extraction of a single view from a SbS stream which was confirmed by Mr. Lukasz Kondrad (Huawei). 
Mr. Frédéric Gabin (ST-Ericsson) pointed out the problem that it requires slice groups which are only supported in baseline and extended profiles (not constrained baseline). The whole idea with frame compatible is that legacy decoders are used but now this requires a completely new profile. Also it is not specified how a legacy 2D decoder should react to this, i.e. receiving only one slice group – how does it know that it has to up-sample the video horizontally? How does it know that it can actually decode the video, if a slice is missing it would assume that the other slice was actually lost during transmission. 
Mr. Lukasz Kondrad (Huawei) thought the benefit is you only decode half the bitstream, i.e. L or R view. 
Mr. Gilles Teniou (Orange) noted that this is not compatible to the AVC standard. A picture is a set of slices. The proposal is to ignore part of the picture. And you loose coding efficiency. 
Mrs. Jamie Gordon (RealNetworks) wondered why not using just a separate track. 
Mr. Lukasz Kondrad (Huawei) answered this was because it is frame compatible in this case. 
Mr. Gilles Teniou (Orange) said if client only wants 2D version it has to understand that half of the picture is black and should be ignored. Then you need a new SEI message. Also need to support FMO and ASO from baseline profile. 
Mrs. Jamie Gordon (RealNetworks) didn’t see the point in putting those 2 views in a single frame. 
Mr. Lukasz Kondrad (Huawei) explained this was because it contains both 2D and 3D. 
Mrs. Jamie Gordon (RealNetworks) than said it can be done with tracks. 
Mr. Lukasz Kondrad (Huawei) then said then it wouldn’t be the frame packing format. 
Mrs. Jamie Gordon (RealNetworks) argued this wouldn’t be compatible. To be compatible with your AVC decoder it’s a lot of work on the file format.

The chairman observed the lack of consensus on this proposal and the document S4-120139 was noted.

The document S4-120128 Signaling for 3D Video Codec from SAMSUNG Electronics was presented by Mr. Kyungmo Park (Samsung). 
Mr. Frédéric Gabin (ST-Ericsson) noted that this proposes adding a section on signaling of 2D frame compatible and 2D service compatible but does not contain a signaling proposal. 
Mr. Kyungmo Park (Samsung) indicated this was contained in the next document. 
Mr. Gilles Teniou (Orange) mentioned that service compatible is the mean to provide full resolution per view whereas simulcast is independent encoding. 
Mr. Frédéric Gabin (ST-Ericsson) asked whether we have a use case for MPEG4/H.264 simulcast. This is scary for the UE implementation. And what about quality? 
Mr. Gilles Teniou (Orange) noted that quality could be an issue. 
Mr. Kyungmo Park (Samsung) indicated that broadcaster do actually use this currently. 
Mrs. Jamie Gordon (RealNetworks) wondered who would support this. 
Mr. Frédéric Gabin (ST-Ericsson) felt it was ok to do that for an MPEG2/MPEG4 installed base of set top boxes but that in our 3GPP cases it was not relevant and we should assume only H.264 in our terminals. He also asked whether it was actually deployed. 
Mr. Kyungmo Park (Samsung) answered it wasn’t deployed but specified in e.g. standards like ATSC. The chairman noted the concerns on the use of 2 different codecs. 
Mr. Kyungmo Park (Samsung) agreed to remove that case. The chairman asked about the signaling and also indicated we already have a definition in the TR. 
Mr. Patrice Hédé (Huawei) said that most of what was described is already in the TR and that it is better to provide revision marks. 
Then some discussion took place on frame compatible and service compatible definitions. The document was parked for a while.

The chairman thought the TR already contains a definition of frame compatible mode. A definition on service compatibility might be needed. And in this case MVC is a candidate technology. The simulcast of the views is another candidate technology. 
Mr. Patrice Hédé (Huawei) also asked to avoid hanging paragraphs. 
The document S4-120128 was noted.

The document S4-120129 3D video coding for service-compatible mode from SAMSUNG Electronics was presented by Mr. Kyungmo Park (Samsung). 
Mr. Patrice Hédé (Huawei) noted the absence of signaling and also wondered where the packet filter was placed. 
Mr. Kyungmo Park (Samsung) clarified it was in the UE for a broadcast environment. 
Mr. Frédéric Gabin (ST-Ericsson) noted that the picture was the wrong way around (R and L) and wondered why not doing MVC if the filter is in the UE. 
Mrs. Jamie Gordon (RealNetworks) thought it was better to filter in the server. 
Mr. Gilles Teniou (Orange) agreed but it depends on the use case if it is broadcast or unicast. 
Mr. Patrice Hédé (Huawei) asked whether it was really simulcast as it looked like temporal interleaving to him. 
Mr. Gilles Teniou (Orange) thought it was simulcasting. 
Mr. Frédéric Gabin (ST-Ericsson) asked how synchronization was realized. 
Mr. Kyungmo Park (Samsung) answered it was provided in the file format. Then we had a discussion on the definition of service compatibility. 

The document S4-120129 was updated to S4-120176.

The document S4-120176 3D video codecs for service-compatible H.264/AVC from Samsung Electronics Co., Ltd. Was presented by Mr. Kyungmo Park (Samsung).

Mr. Frédéric Gabin (ST-Ericsson) asked how the technical solution compared to MVC. 
Mr. Kyungmo Park (Samsung) said this is an efficient way to support 2D and 3D. 
Mr. Frédéric Gabin (ST-Ericsson) stated that in MBMS, this solution requires more bitrate than the MVC without any added benefit. 
Mr. Kyungmo Park (Samsung) said that L and R are half resolution in our case so no added bitrate. 
Mr. Gilles Teniou (Orange) said that if you talk about service compatibility then you need full resolution for both 2D and 3D UEs. 
Mrs. Jamie Gordon (RealNetworks) said that MVC base layer is supported by 2D capable devices. 
Mr. Kyungmo Park (Samsung) said the benefit is that you only use H.264 decoders and not MVC decoders. 
We then discussed the solutions for the MBMS context. 
Mr. Kyungmo Park (Samsung) stated that MVC was not service compatible. 
Mrs. Jamie Gordon (RealNetworks) said MVC is service compatible by the definition we’re using. 
Mr. Patrice Hédé (Huawei) pointed to the YYY.1 figure where the file format is described and guessed that the fragment should not be removed but rather have paused in the tracks. 
Mr. Kyungmo Park (Samsung) said this was the same problem for frame packing and temporal interleaving. 
Mr. Patrice Hédé (Huawei) said in case of temporal Interleaving, if you don’t have a right view then you would still have to insert left views. Probably equal to right views. We then had a discussion on the projector about multiplexing of tracks. 

The chairman noted one point that this is a solution with 2 AVC decoders. The second point was that the file format is applicable to 2 AVC or MVC and invited Samsung to come back with a revised proposal.

Mr. Kyungmo Park (Samsung) insisted that this proposal only proposes H.264 and that synchronization is already supported by the ISO FF. The chairman clarified that he hadn’t heard concerns about the dual AVC proposal. Mr. Frédéric Gabin (ST-Ericsson) clarified he had concerns on the implementation and efficiency of the dual AVC solution in light of the limited benefits.

Mr. Thomas Stockhammer (Qualcomm) then pointed out that the switching between stereo and mono is very annoying for users using glasses. He was concerned about this use case.

The document S4-120176 was noted.

The document S4-120130 Technical proposal for Stereoscopic 3D video file from SAMSUNG Electronics was presented by Mr. Kyungmo Park (Samsung). 
Mr. Frédéric Gabin (ST-Ericsson) asked about the SVAF status in MPEG. 
Mr. Kyungmo Park (Samsung) indicated it was published in 2009. 
Mr. Gilles Teniou (Orange) noted that SVAF only supports single layer codecs todayand asked whether MVC was under consideration in MPEG or not.

Mr. Kyungmo Park (Samsung) clarified MVC was not under consideration as it is not needed to extend it in MPEG. 
Mr. Gilles Teniou (Orange) stated that if we specify something different than MPEG we would need to liaise to them. 
Mr. Kyungmo Park (Samsung) indicated that this was the reason for that proposal to specify MVC details. 
Mr. Lukasz Kondrad (Huawei) said that today we have the 3GPP file format and asked what was new to the 3GPP FF here. 
Mr. Kyungmo Park (Samsung) said 3GPP should include additional boxes for stereoscopic. In this proposal only 2 boxes are needed.
Mr. Lukasz Kondrad (Huawei) said we first need to see what is missing in our current 3GPP FF specification. 
Mr. Thomas Stockhammer (Qualcomm) asked how this format is layered as this seems like a complete package for which we already have definition. 
Mrs. Jamie Gordon (RealNetworks) said this simply provides a way for us to define the same relevant boxes defined in MPEG for us to extend our FF in 3GPP. We don’t have to take everything. 
Mr. Kyungmo Park (Samsung) said we can define new brand name and add new codecs also. 
Mr. Thomas Stockhammer (Qualcomm) said he was still not sure how this layering worked. It contains a format and codecs as well as metadata. It covers many aspects. It’s more than just a format. We should be very careful. 
Mr. Gilles Teniou (Orange) said SVAF has been detailed in this contribution. We might just need to pick up existing boxes we need in order to be able to realize the 3D use cases. The chairman also asked if SVAF is an independent specification.

Mr. Kyungmo Park (Samsung) said this file format is focused on the mobile environment. 
Mr. Frédéric Gabin (ST-Ericsson) asked how it related to the mobile environment and what exactly is proposed: The overall file format as a new file format. 
Mr. Kyungmo Park (Samsung) clarified the original proposal is to adopt the full SVAF file format but that Samsung agreed to rather profile it. 
Mr. Patrice Hédé (Huawei) said it’s difficult to know if this is taken from SVAF or if it is a new proposal. Is 2.3 in SVAF? 
Mr. Thomas Stockhammer (Qualcomm) asked about identifying what is missing in our specification, then communicate with MPEG asking what they’ve specified in the ISO File format? 
Mr. Patrice Hédé (Huawei) said in this contribution we jump from use cases to solutions. We need to do the gap analysis first. It’s good to have this as background information. 
Mrs. Jamie Gordon (RealNetworks) thought it was good to have such background information. 
Mr. Kyungmo Park (Samsung) said we could communicate with MPEG to describe our current activities and also mention the agreed extensions that were proposed by Ericsson and Nokia.

The document S4-120130 was noted.

The document S4-120140 Evaluation of DASH-based streaming with HTTP-caching from Fraunhofer IIS was presented by Mr. Robert Skupin (Fraunhofer IIS). 
Mr. Ozgur Oyman (Intel) noted the average transit link reduction compared to AVC. He asked what kind of end to end model was considered. 
Mr. Gilles Teniou (Orange) noted this is 3D video over PSS and MBMS. Is there a dependence on unicast or broadcast? Are you modeling the losses over the link or is it codec specific? 
Mr. Robert Skupin (Fraunhofer IIS) clarified it was oblivious to losses or transport and rather codec specific. It assumes HTTP unicast and caching infrastructure. 
Mr. Liu Hang (Interdigital) asked why the coding scheme impacts the caching hit ratio so much. 
Mr. Robert Skupin (Fraunhofer IIS) explained the dependent view has a smaller bitrate and the gains are to compare to AVC. The transit benefits from MVC coding efficiency more than the caching of objects. 
Mr. Ozgur Oyman (Intel) said the loss model was important here. If there is dependency you have coding gains but from a loss perspective you’re less likely to recover lost dependent layers when loosing the base layer. 
Mr. Robert Skupin (Fraunhofer IIS) agreed that losses can play a role. But for the transit link traffic you will have very few losses. So the gains apply on figure 5 on the infrastructure. 
Mr. Patrice Hédé (Huawei) noted that this paper said that MVC is better than AVS in that respect. 
Mr. Patrice Hédé (Huawei) asked whether the ranges chosen for caches were realistic. 
Mr. Robert Skupin (Fraunhofer IIS) said he was told that with a caching infrastructure you need a 80% hit ratio or more to make it relevant. 
Mr. Robert Skupin (Fraunhofer IIS) clarified that the proposal was to add section 3 and 4 to the TR and potential bit of section 2.

The document S4-120140 was updated to S4-120178

S4-120178 Evaluation of DASH-based streaming with HTTP-caching from Fraunhofer IIS was presented by Mr. Robert Skupin (Fraunhofer IIS). 
Mr. Thomas Stockhammer (Qualcomm) noted that today in the real world you have to create both frame compatible and MVC 3D streams. This document assumes a clean world that doesn’t exist. By fragmenting 3D technologies we reduce the caching efficiency. It would be better to select a single technology when discussing this in the context of the conclusion of the TR.

The document S4-120178 was agreed.

The chairman invited all delegates to consider all use cases they introduce and provide corresponding gap analysis.

9.7
Liaisons and Liaison Responses
- None during this meeting -
9.8
Review of the future work plan

The SWG agreed to modify the time plan so as to give 2 extra meetings to complete the TR. 

The document S4-120178 Revised Time plan for “Mobile 3D Video Coding” Study Item was briefly presented by the chairman and will be further reviewed during SA4 closing plenary.

9.9
Any Other Business

- None during this meeting -
9.10
Close of the session 

Mr. Gilles Teniou (Orange), Video SWG chairman thanked the delegates for their good contributions and Mr. Frederic Gabin for its participation as the secretary. The chairman closed the session. 
The delegates then thanked the chairman for his hard work.
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