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1 Introduction

This document addresses some action items from SA4#65 documented in S4-110776 on QoS support for DASH. The discussions at the last meeting are summarized and the findings between SA4#65 and SA4#66 are provided. Concrete proposals are provided in clause 3. 
2 Background

2.1 Decision at the last meeting

At SA4#65, the following was decoded based on document S4-110776:
1- Consider the creation of an informative Annex for TS 26.247 Release 10 specification, that provides mapping examples of the MPD attributes and elements to QoS parameters (e.g., bandwidth, minBufferTime, MPD@type, group, etc.) and possibly other service information such as the movie header in a 3GP file similar to the SDP mapping rule provided in Table J.1 of Annex J in TS 26.234 for RTSP-based streaming services. For provided example mappings, the assumptions leading to the mapping should be stated, e.g. no MPD updates that change minimum bandwidth, client buffer sizes, etc. 
2- Upon successful completion of the previous step (ideally by SA4#66), to send CT3 a reply LS (and cc SA2) requesting CT3 to make any necessary updates to TS 29.213 in order to provide support for the QoS mapping rules in the AF or PCRF by interpreting the HSD-specific application-layer information and deriving AVPs to be delivered over the Rx reference point and associated target IP/access network QoS parameters.

3- To continue the work on QoS in a study item for Release-11, for example to investigate inclusion of the client in the QoS provisioning for HTTP-based services, to extend the MPD to provide QoS specific information, etc..
2.2 Findings between SA4#65 and SA4#66
2.2.1 General
Based on the discussions at SA4#65, some investigations have been carried out in order to understand if QoS support is necessary and essential for 3GPP DASH services and what would be suitable QoS parameters.
2.2.2 Standardized QoS characteristics

According to TS23.203, the service level (i.e., per SDF or per SDF aggregate) QoS parameters are QCI, ARP, GBR, and MBR. Each Service Data Flow (SDF) is associated with one and only one QoS Class Identifier (QCI). The QCI is scalar that is used as a reference to node specific parameters that control packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.) and that have been pre-configured by the operator owning the node (e.g. eNodeB).

Standardized characteristics are associated with standardized QCI values. The characteristics describe the packet forwarding treatment that an SDF aggregate receives edge-to-edge between the UE and the PCEF (see figure 6.1.7‑1) in terms of the following performance characteristics:

1
Resource Type (GBR or Non-GBR);

2
Priority;

3
Packet Delay Budget;

4
Packet Error Loss Rate.

In TS23.203, Table 6.1.7 the one-to-one mapping of standardized QCI values to standardized characteristics are provided which is copied below. The relevant QCI values for video are QCI=4, 6, 7, 8 and 9. For TCP-based traffic, the non-GBR QCIs 6, 7, 8 and 9 are of relevance.

Table 6.1.7: Standardized QCI characteristics

	QCI
	Resource Type
	Priority
	Packet Delay Budget (NOTE 1)
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3)
	
	3
	50 ms
	10-3
	Real Time Gaming

	4
(NOTE 3)
	
	5
	300 ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	5
(NOTE 3)
	
	1
	100 ms
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	
6
	
300 ms
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	
7
	
100 ms
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	
8
	

300 ms
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	NOTE 1:
A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.

NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

NOTE 3:
This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.

NOTE 4:
If the network supports Multimedia Priority Services (MPS) then this QCI could be used for the prioritization of non real-time data (i.e. most typically TCP-based services/applications) of MPS subscribers.

NOTE 5:
This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.


The Resource Type determines if dedicated network resources related to a service or bearer level Guaranteed Bit Rate (GBR) value are permanently allocated (e.g. by an admission control function in a radio base station). GBR SDF aggregates are therefore typically authorized "on demand" which requires dynamic policy and charging control. A Non GBR SDF aggregate may be pre-authorized through static policy and charging control.

The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the PCEF. For a certain QCI the value of the PDB is the same in uplink and downlink. The purpose of the PDB is to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). The PDB shall be interpreted as a maximum delay with a confidence level of 98 percent.

Services using a Non-GBR QCI should be prepared to experience congestion related packet drops, and 98 percent of the packets that have not been dropped due to congestion should not experience a delay exceeding the QCI's PDB. This may for example occur during traffic load peaks or when the UE becomes coverage limited. Packets that have not been dropped due to congestion may still be subject to non-congestion related packet losses (see PELR below).

Services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and 98 percent of the packets shall not experience a delay exceeding the QCI's PDB. 

Every QCI (GBR and Non-GBR) is associated with a Priority level. Priority level 1 is the highest Priority level. The Priority levels shall be used to differentiate between SDF aggregates of the same UE, and it shall also be used to differentiate between SDF aggregates from different UEs. 

The Packet Error Loss Rate (PELR) defines an upper bound for the rate of SDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in E‑UTRAN) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in E‑UTRAN). Thus, the PELR defines an upper bound for a rate of non congestion related packet losses. 

2.2.3 QoS Parameter Mapping
In TS29.213 QOS Parameter Mapping is introduced. Several QoS parameters mapping functions are needed during PCC interaction. These functions are located at the AF, PCRF, PCEF and UE. The main purpose of these mapping functions is the conversion of QoS parameters from one format to another. Examples of QoS information are:

-
Parts of a session description language (SDI), e.g. SDP.

-
IP QoS parameters.

-
Access specific QoS parameters. 

One QoS mapping function is located at the AF, which maps the application specific information into the appropriate AVPs that are carried over the Rx interface. The AF derives information about the service from the SDI or from other sources. The mapping is application specific. If SDP (IETF RFC 2327[11]) is used as SDI, the AF is recommended to apply some mapping described in Clause 6.2 of TS29.213. 
One QoS mapping function is located at the PCRF, which maps the service information received over the Rx interface into IP QoS parameters (e.g. QCI, GBR, MBR, ARP, …). This mapping is access independent. 
The general QoS mapping framework is shown below.
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NOTE 1:
The AF can derive the Service information from the AF session signalling.

NOTE 2:
Service Information on Rx interface to Authorized IP QoS parameters mapping.

NOTE 3:
For the UE initiated bearer setup, the UE may derive IP QoS parameters, requested Access-Specific QoS parameters mapping and Authorized Access-Specific QoS parameters from the AF session signalling.

NOTE 4:
Authorized IP QoS parameters to Authorized Access-Specific QoS parameters mapping.

NOTE 5:
Access Specific QoS parameters with Authorized Access-Specific QoS parameters comparison.

Rules for derivation of service information within Media-Component-Description AVP from SDP media component are defined in TS29.213, section 6.2. Despite TCP protocol is supported, the focus is obviously on protocol RTP/AVP and UDP.
2.2.4 Extracting MPD parameters for QoS

In 2.1 above, the discussion was to consider the creation of an informative Annex for TS 26.247 Release 10 specification, that provides mapping examples of the MPD attributes and elements to QoS parameters (e.g., bandwidth, minBufferTime, MPD@type, group, etc.) and possibly other service information such as the movie header in a 3GP file similar to the SDP mapping rule provided in Table J.1 of Annex J in TS 26.234 for RTSP-based streaming services. For provided example mappings, the assumptions leading to the mapping should be stated, e.g. no MPD updates that change minimum bandwidth, client buffer sizes, etc.

After deeper analysis, it is not clear that this approach is necessary and desirable without understanding the consequences of such actions.

In a straightforward manner, TS23.302 defines QCI for video streaming based on TCP with Resource Type Non-GBR. QCI classes 6 and 8 provide the exact mapping description on what is expected to be used for HTTP/TCP-based traffic such as DASH. The establishment of DASH "session" can be observed by the Content-Type of the MPD as application/dash+xml and hence an operator that wants to apply QoS to DASH content can use this information to establish QoS with QCI 6 or 8.

Inspecting the MPD and extracting information from the MPD for the purpose of defining QoS in a similar manner as SDP is significantly more complex for the following reasons: 

· The SDP describes the transport and the bandwidth of the actually delivered streams. The MPD describes content that is accessible at HTTP resources, but not the transport itself. Hence no transport bandwidth can be defined.

· For SDP-based delivery the server controls the bandwidth of the sending streams and can adjust the stream rate to the announced SDP bandwidth value. This is not the case in HTTP/TCP-based delivery environments.
· For SDP-based delivery it is exactly specified what the bandwidth of the aggregate flows and each individual flow is. The server controls the bandwidth. Again, this is not the case for HTTP/TCP-based delivery environments where the combination of the Representations as well as the way how those are connected are under control of the client.
In summary it seems immature and may be even counterproductive to specify any MPD parsing to extract QoS parameters for different reasons as the MPD parameters have not been defined for this purpose.
In the mid-term, e.g. in Rel-11, it may make sense to permit network-assisted QoS. However, this should not be by the AF looking and analyzing the MPD, but the content provider may add in the MPD (or elsewhere) some suitable QoS parameters that are aligned or reuse the well-established SDP functionality. Other options may be studied as well.
2.2.5 Preliminary Simulations on Applying QoS to DASH

In the Annex of this document some preliminary simulation results when using GBR-based QoS is used. It is important to mention that these results only provide an initial sample of results for a very specific settings of content, DASH setup, DASH client, scheduler, LTE configuration and performance metrics. More detailed studies are essential to come to final conclusions. However, some observation from the results are as follows:
· if all users in a cell are DASH users, then the overall performance seems to be better w/o GBR-based QoS.

· in a mixed scenario of QoS-based users with GBR and non-QoS users, the QoS-based users perform significantly better. However, the average performance in a mix of QoS and non-QoS is worse than in the case with all users having no QoS.

· There is significant sensitivity to some scheduler setting and good scheduling is necessary to support QoS in an appropriate manner.

More simulations are currently carried out for different settings and parameters and it is expected that more insight will be available into the application of QoS to DASH users.

3 Proposal
Based on the discussions in section 2.2.4 and 2.2.5, the following is proposed:

· to agree that existing GBR QoS may not be the most suitable QoS approach for DASH operation and commit to more studies.
· In Release-10, if at all the only proposed changes to TS26.247 are to mention that QCI classes 6 and 8 may be appropriate to provide QoS for DASH users. 

· For Release-11 the study item should be used to investigate suitable QoS means for DASH users. This should include studies on the performance when supporting DASH as well as dedicated formats that permits the Media Presentation author or the client to request dedicated QoS.  
Annex: Preliminary Simulation Results for different Cases

Introduction

In order to understand the impact of QoS on DASH traffic some simulations have been carried out. The simulations are preliminary, based on a simple DASH client. The simulations are summarized in the following. 

Simulation Environment

In Figure 1 a simulation test bed is shown. The test bed consists of three entities, a regular HTTP server, an LTE system level emulator and a virtual client than hosts one ore multiple DASH clients. The DASH client is simple and only models a DASH access client, no playout is performed.
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Figure 1 Testbed Setup
The HTTP server hosts a DASH Media Presentation with the following properties:

The original content is the first 35min of the movie Last Time in Paris that contains video NTSC resolution at 24 fps and stereo audio. The first 35 minutes of the 2 hour movie are used as test content. The movies are encoded with ffmpeg into mp4 files with the properties as provided in Table 1. The PSNR is computed such that for representations with lower resolution, PSNR is calculated after upsampling, namely temporal upsampling by frame repetition and spatial upsampling by filters provided by ffmpeg software. The MP4 files are converted into DASH segments as follows: 12 Representations are provided for audio and video are multiplexed in every representation. The segment duration is 48 seconds and the subsegment duration (also the switching granularity is 3 seconds). The minimum buffer duration is set to 2 seconds. The segmentation to is done using the MPEG DASH reference software as submitted in October 2010.
The DASH client is implemented Based on MPEG DASH reference software. The rate-adaptation algorithm for all the DASH access clients is the same based on the algorithm proposed by Liu et.al in "Rate Adaptation for Adaptive HTTP Streaming" provided for the MMSys’11. Subsegment.based switching is applied taking into account the downloading of the last Subsegment compared to the media rate. No request cancellation of HTTP requests is executed, i.e. the download of any requested subsegment is completed before starting downloading of a new segment.
Table 1 Representations of Test content
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For the LTE network the configuration as provided in Table 2 has bee chosen. The buffer size in the application was varied between 6, 15 and 60 seconds. QCI values 4, 6, 8 and 10 are used and GBR settings of 56, 128 and 384 kbps were applied.
Table 2 LTE configuration

	Parameter
	Configured value 

	LTE cell carrier bandwidth
	5MHz

	No. Of users per simulation
	1,2,3,4,5,10,15 and 20

	Application level buffer maximum limit (in seconds)
	6, 15 and 60

	QoS settings for GBR users
	Delay profile – 300ms 

GBR levels – 56kbps, 128kbps, 384kbps

QCI – 4

	QoS settings for non-GBR users
	Delay profile – 300ms

GBR level – 0 kbps

QCI – 6, 8

	QoS settings for non-GBR users
	Delay profile – none

GBR level – 0 kbps

QCI – 10

	Fast fading profile 
	Pedestrian A (3 km/h)

	Scheduler
	Proportional Fair algorithm with QoS weighting for GBR and max delay support

	Traffic types
	DASH, fill-buffer, Web traffic

	Acquisition Control
	none


As quality metric, the weighted PSNR is applied, which is computed as the average PSNR of the selected Representations in case of fluent playout and the PSNR is weighted to zero in case rebuffering is observed. This provide simple means to judge the quality of the streamed video.
In summary, the following simulation parameters are available:

· Number of users in cell
· Traffic types: DASH, fill buffer
· Buffer duration at client: 6s, 15s, 60s 
· QoS: 
· QCI 4 GBR = 56kbps/128kbps/384kbps  (all with 300ms delay profile)
· QCI 6,8 no GBR, delay 300ms 
· QCI 10 no GBR, delay unbounded
· Mix of traffic types and QoS types
· Results are provided for DASH users
Simulation 1: GBR vs. non-GBR
In a first set of simulations the number of DASH uses is varied between 1-20 without any background traffic. For each of the users, the QoS is applied, namely QCI=4 with bitrates as above and QCI=10. The buffer duration at the client was set to 15 seconds. From Figure 2 is observed that the no QoS scenario consistently provides the highest average weighted PSNR. This is not necessarily surprising a the use of QoS decreases the generally throughout capacity, however it is still important to take this into account when considering the use of GBR based QoS. To understand the issue, Figure 3 shows the average decoder interruption which is in the range of 1%-2% for all cases, but QoS does not significantly reduce the decoder interruption. However, w/o QoS generally higher bitrates are selected leading in higher quality. The same effects are observed for smaller and larger buffer sizes, where mostly the fraction of interruption changes, but not the tendency of the curves as shown in Figure 2.
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Figure 2 Weighted PSNR over number of users for different QoS settings.
[image: image5.png]Averaged Fraction of decoder interruption

014

012

008

008

004

002

Averaged Fraction of decoder interruption for DASH access clients (buffer duration 15sec in solid, 6sec in dashed)

—+—Without QoS
—+ —GBR = 5Bkbps
—<—GBR = 128kbps
—B — GBR = 384kbps
—+—Without Qo5
—+— GER = S6kbps
—<— GEBR = 128kbps
—E— GBR = 34kbps

2 4 3 ] 10 12 14 15 18 Eil
No. of DASH access client in the cel




Figure 3 Average fraction of decoder interruptions
Simulation 2: QCI=10 vs. QCI=6
In a second set of simulations similar to the first set of simulations, QCI=6 (300 ms delay constraint) is compared with no QoS. No background traffic is applied. The buffer duration is 15 sec. Figure 2 shows the results for weighted PSNR over the number users. No significant difference is observed between these two settings.
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Figure 4 Weighted PSNR over number of users for different QoS settings
Simulation 3: Mixed QoS Scenario

In a third set of simulations, 50% of the users in the simulation scenario have assigned QoS with GBR 128kbps and 50% of the users have assigned no QoS. No background traffic is applied. The buffer duration is 15 sec. Figure 4 shows the results for weighted PSNR over the number users. In this case the QoS users (green) outperform the non-QoS users (blue). The red curve shows the average users. However, compared to the case for which all users are no QoS users, the average performance is worse and even the QoS users only have minimal gains compared to the non-QoS users (brown).
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Figure 5 Mixed scenario: 50% no QoS and 50% QoS with GBR users
Simulation 4: QoS and Fill buffer 

In a fourth set of simulations, always 25 users are present in the cell, partly DASH users and partly users that operate in fill-buffer mode. The DASH users are assigned QoS with CQI=4 and GBR 128 kbit/s, the fill buffer users have no priority assigned. Figure 6 shows the results for the average and the weighted average PSNR over the number of DASH users. It is obvious that there are some issues in the setup, the scheduler prioritizes the fill buffer users to often. More details are just analyzed and the too simple scheduler may cause these issues. The result is not considered realistic, but at the same time this shows that more investigations are necessary to decide on the benefits of QoS with GBR in the system.
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Figure 6 Average and Weighted PSNR for DASH users with Fill buffer
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