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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

. [Editor's Note: TBD]
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3
Definitions and abbreviations

3.1
Definitions

 [Editor's Note: TBD]

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

AVC
Advanced Video Coding
DASH
Dynamic Adaptive Streaming over HTTP

HDMI
High-Definition Multimedia Interface

HTTP
Hypertext Transfer Protocol

IMS
IP Multimedia Subsystem

IP
Internet Protocol

IR
Infrared

LTE
Long Term Evolution
MBMS
Multimedia Broadcast/Multicast Services
MPD
Media Presentation Description

MTSI
Multimedia Telephony Services for IMS
PSS
Packet Switched Streaming Service
RTP
Real Time Protocol

SDP
Session Description Protocol
4
General

4.1
Introduction

[Editor's Note: TBD ]

5
Technology description
5.1
Mobile 3D rendering technologies

5.1.1
Introduction
Stereoscopy is the method of combining two plane pictures in order to produce a depth perception by the human brain. Each eye seeing a different angle of a scene, the human visual system - with subjective assessments - is able to interpret the depth information.

In the scope of this document, this section provides some information on how the rendering technologies provide the depth perception. These technologies are split into two categories; the glasses based systems and the glasses free systems.
5.1.2
Glasses-free 3D video rendering technologies
5.1.1.1
Parallax barrier
The parallax barrier consists in a grid placed over the screen. When electrically activated, this barrier prevents the eyes of the user from viewing all the pixels of the display such as depicted in the figure 1. The resulting quality of experience is half the resolution per view compared with the 2D mode (i.e. when the barrier is switched off).
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Figure 1: Parallax barrier

5.1.1.2
Lenticular lens sheet
This rendering technology is based on a lens sheet. It consists in a series of vertical hemi-cylindrical lenses placed so as to direct light in different viewing angles. When correctly placed, each eye can receive a different view from the other.
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Figure 2: Lenticular lens sheet

5.1.3
Glasses-based 3D video rendering technologies

5.1.3.1
Active-shutter glasses

The active-shutter glasses are synchronized with the 3D display (potentially with IR signal transmitted from the glasses to the terminal) which displays alternatively the left and right views of a video. The figure 3 below illustrates such a case.
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Figure 3: Active shutter glasses

5.1.3.2
Passive glasses

Passive glasses use a polarized filter placed on both the screen and the glasses. For example, the current 3D displays can interlace the left and right views in a single image on the screen whereas the filters on the glasses only allow the left eye to see the odd lines (in red on figure 4) and the right eye to see the even lines of the screen (in green on figure 4). In this case, image resolution is halved if compared to active systems but new systems such as active retarder will attempt to solve this problem.
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Figure 4: Passive polarized glasses

5.1.4
Potential impacts on a 3D service implementation

Given the fact that the rendering technologies offer different levels of quality of experience such as the resolution per view, the viewing angles… a service may benefit from adapting the provided 3D video format to the rendering technology in use. In this case appropriate signalling is necessary to either describe the different formats such that the client can select/request the format or the appropriate signalling of the rendering technology is important such that the server can select or annotate the appropriate format. 

Depending on the service, these formats may have to be mapped to the different signalling frameworks in which the 3D video is offered, e.g. MPD in 3GP-DASH, SDP for MTSI and PSS, etc.
5.2
Stereoscopic 3D video codecs

5.2.1
Frame-compatible H.264/AVC

In frame-compatible stereoscopic video, at the encoder side a spatial packing of a stereo pair into a single frame is performed and the single frames are encoded. The output frames produced by the decoder contain constituent frames of a stereo pair. In a typical operation mode, the spatial resolution of the original frames of each view and the packaged single frame have the same resolution. In this case the encoder down-samples the two views of the stereoscopic video  before the packing operation. The spatial packing may use a side-by-side, top-bottom, interleaved, or checkerboard format as illustrated in Figure 5. and the downsampling should be performed accordingly. The encoder side indicates the used frame packing format by including one or more frame packing arrangement supplemental enhancement information (SEI) messages as specified in the H.264/AVC standard into the bitstream. The decoder side should decode the frame conventionally, unpack the two constituent frames from the output frames of the decoder, do upsamling to revert the encoder side downsampling process and render the constituent frames on the 3D display.

In most commercial deployments only side-by-side or top-bottom frame packing arrangements are applied.
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Figure 5: Spatial frame packing formats.

5.2.2
Temporal Interleaving(H.264/AVC)

In temporal interleaving, the video is encoded at double the frame rate of the original video as illustrated in Figure 6. Each pair of subsequent pictures constitutes a stereo pair (left and right view). The rendering of the time interleaved stereoscopic video is typically performed at the high frame rate, where active (shutter) glasses are used to blend the incorrect view at each eye. This requires accurate synchronization between the glasses and the screen.
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Figure 6: Temporal Interleaving

5.2.3 
Multiview Video Coding (H.264/MVC)

Multiview Video Coding was standardized as an extension (annex) to the H.264/AVC standard. In MVC, the views from different cameras are encoded into a single bitstream that is backwards compatible with single-view H.264/AVC.  One of the views is encoded as “base view”. A single-view (e.g. constrained baseline or progressive high profile)   H.264/AVC decoder can decode and output the base view of an H.264/MVC bitstream. MVC introduces inter-view prediction between views exemplarily as illustrated in Figure 7. MVC is able to compress stereoscopic video in a backwards compatible manner and without compromising the view resolutions. If the server is aware of the UE capabilities, it can omit sending the view components of the non-base view to a device that does not support 3D or does not have enough bitrate to deliver both views. 
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Figure 7: MVC encoding with exemplary inter-view prediction, the left view being the base view

5.3
3D Signalling

5.3.1
SIP/SDP codec and format signalling

To extend MTSI/IMS for 3D video, during session setup signalling is needed to negotiate whether 3D video is supported, and if so, which codec and which format to use. This signalling should be done during SIP negotiation [10], which is based on the SDP offer/answer model [11].

Currently, the IETF is working on several drafts to extend SDP to support 3D codec negotiation. For example, the document [12] draft aims at delivering MVC using RTP, and extends SDP to signal it. At the time of this contribution, the draft is in an early stage and does not provide signalling for frame-compatible formats that can be used with regular 2D codecs and frame-packing format negotiation. For this purpose, [13] specifies SDP signalling for several frame packing formats, simulcast of left and right view, and 2D + depth. The drafts are still work in development, but potentially provide the needed hooks for SIP in MTSI/IMS.
In [13], the SDP signalling of 3D video is done as follows:

a=3dFormat:<Format Type> <Component Type>
Where <FormatType> can take the values "FP" (frame packed), "SC" (simulcast) and "2DA" (2D + auxiliary). The <Component Type> provides additional information. For example, for frame packing "SbS” indicates Side-by-Side framepacking, whereas “Seq” indicates frame sequential frame packing.

The following SDP example illustrates the usage of the attribute to describe a video stream transmitted using frame packing:

v=0

o=Alice 2890844526 2890842807 IN IP4 131.163.72.4

s=The technology of 3D-TV

c=IN IP4 131.164.74.2

t=0 0

m=video 49170 RTP/AVP 99

a=rtpmap:99 H264/90000

a=3dFormat:FP SbS

m=audio 52890 RTP/AVP 10

a=rtpmap:10 L16/16000/2

Based on the use cases in this TR additional requirements may be collected and communicated to facilitate the work in IETF.
6 
Streaming Use Cases

6.1 
PSS and MBMS-based 3D video services
6.1.1
Use case description

This use case describes the delivery of 3D video content to 3D-enabled UE devices over PSS and MBMS services [3][4][5]. Figure 8 illustrates the use case.
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Figure 8: Use case for PSS/MBMS-based 3D video delivery

6.1.2
Working assumptions and operation points

PSS/MBMS-based 3D video services require 3D-enabled UEs to decode and render 3D video at their UE devices. Most of these devices have 3D screens either 3D glasses-free or with glasses. Furthermore, these devices are typically equipped with 3D video hardware and high-performance software drivers for watching high-quality 3D videos and playing 3D video games. 

Services such as PSS and MBMS provide the means for distributing the content to 3D capable mobile devices. The specified delivery options include multicast/broadcast, RTP streaming, adaptive HTTP streaming and progressive download [3][4][5].

While 3D capable devices will enjoy the 3D video, it should also be possible to author so that legacy devices can consume the same content in 2D.
6.2
DASH-based Streaming of 3D content

6.2.1
Use case description

In a variant of the use case 7.1, the 3D video is made available in multiple bitrates at the server and offered as DASH content to be consumed as streaming services.  

6.2.2
Working assumptions and operation points
An appropriate MPD signalling for the 3D content as well as appropriate segment formats are required for the 3D content. The signalling needs to be specified.

6.3
Common Provisioning of 2D and 3D Content for Download and Streaming   

6.3.1
Use case description
It is an inevitable fact that there will be a coexistence of a variety of device capabilities (e.g. 3D devices and 2D devices) within a 3GPP system. The support for heterogeneous devices is particularly important and service providers generally have two optional approaches to encode and store the contents. Therefore, in an extension to the above use cases, not only the 3D version is available, but also a 2D version of the same content is made available. 
In one way, the same content of different source files (2D and 3D) are encoded into separated content items and they are made available as separated content. In this case for the delivery of the 3D content is covered by the use cases of sections 6 and 7 from above.
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Figure 9: Encode the video into two separately files

While encoding different content items into separate videos (2D and 3D) may keep the solution simple, there may exist optimizations in storage, caching and delivery for treating the 2D and the 3D content jointly.

The other approach is to encode the source files into one common provisioning format and offer 2D and 3D content to the UEs in this content as Figure 10 depicts:
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Figure 10: Encode the video into one generic file

The 2D legacy UE then "extracts" the 2D content from the common provisioning format where as the 3D enabled device extracts the 3D content. The exact processing for the extraction depends on the provisioning format. Extraction may be done by the UE (for example selecting a Representation or doing byte range access) or by the server.

A common provisioning approach may have some advantages that should be explored:

a) With proper codec design, one 2D/3D content item may take up less storage than two separately 2D and 3D content items combined.
b) With proper codec design, one 2D/3D content item may be delivered more efficiently in certain environments such as MBMS and DASH.
c) It may simplify the video management and thus helps to achieve lower operation cost.
However, common provisioning may also result in more complexity on UEs and encoding and the benefits and drawbacks need to be carefully accessed.
6.3.2
Working assumptions and operation points
Common Provisioning may include the following options

· separate encoding of the two views and common provisioning of the same content

· joint encoding of the two views and common provisioning of the same content

In any case, the provisioning formats need to be defined such that 2D content and 3D content can be appropriately extracted. The same formats as considered in use cases of section 6 may be used, but may need adaptation to provide this joint provisioning. The extraction process should be as simple as possible and backward compatibility issues to legacy UEs should be taken into account.  

6.3.3
Performance Evaluation
The performance of the three different provisioning should be checked in terms of efficiency, provisioning and extraction complexity. Based on this evaluation, recommendations for suitable provisioning features and formats should be provided.
6.4
3D Timed Text and Graphics

6.4.1 
Use Case Description

3GPP SA4 has worked on timed text and graphics for 3GPP services which resulted in TS 26.245 [7] for timed text and TS 26.430 [8] for timed graphics. Both formats enable the placement of text and graphics in a multimedia scene relative to a video element. 

With the introduction of stereoscopic video support, the placement of timed text and graphics will be more challenging. Simply overlaying the text or graphics element on top of the video will not result in satisfactory results, as it may confuse the viewer by communicating contradicting depth clues. As an example, A timed text box which is placed at the image plane with disparity 0, would over-paint objects in the scene with negative disparity. In order to solve this problem, appropriate placement of the text or graphics box, taking depth into account, is required.

In addition, text and graphics elements may be placed with an additional degree of freedom in the scene and as such would benefit from higher flexibility in laying out the element in the scene.

6.4.2 
Working Assumptions and Operation Points

The timed element should appear correctly on the stereoscopic display, showing correct depth cues. The 3GPP Timed Text and Timed Graphics formats need to be extended appropriately to support correct and flexible layout. 

For terminals without 3D support the layout of the text or graphics element should fallback to 2D placement that is backwards compatible with 3GPP Timed Text and Timed Graphics, whenever possible.
6.5 
Content Re-purposing for the Mobile

6.5.1 
Use Case Description
3D Content is rarely created for exclusive consumption on the mobile device. It is expected that most of the content will be re-purposed from content that was originally created for large TV consumption. The task is not simply done by downscaling the left and right view of a stereoscopic video to fit the target screen. As was shown in TR 26.904 [9], the change of display resolution will affect the perceived depth. Furthermore, the change of the pixel density of the target screen will also have an impact on the perceived depth. 

The perceived depth is governed by the disparity according to the following formula:
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Where D is the depth, f is the distance to the screen, α is the pixel density, b is the baseline distance between the two eyes, and d is the disparity of an object on the screen in pixels. By changing the target screen to a mobile screen, the parameters f and α will change. Consequently, the depth will be distorted unless the disparity is adjusted.
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Figure 11: Depth and Disparity relationship

6.5.2 
Working Assumptions and Operation Points

In order to preserve the same depth perception also on mobile devices, the content re-purposing has to be performed appropriately. The disparity map needs to be adjusted correctly to correspond to the new viewing distance, screen resolution, and pixel density. Content preparation guidelines need to be developed, evaluated, and provided as content authoring guidelines.
6.6
2D/3D mixed contents service
6.6.1
Use case description

This use case describes a 2D and 3D mixed contents service. For example, music and drama contents are delivered in 3D and advertisement content is delivered in 2D and those contents might contain 2D-3D switches which might happen at the scene level.
Figure 12 illustrates the use case.
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Figure 12: Use case of 2D/3D mixed contents service
6.6.2
Working assumptions and operation points

The mobile device is able to render the 2D/3D combined contents. The identification for indicating pure stereoscopic contents and 2D/3D mixed content is available to the rendering device. Sufficient boundary information for identifying 2D and 3D content segments is signaled to the rendering device.
6.7
3D video delivering based on 2D video warehouse
6.7.1
Use Case Description

Apart from creating new 3D video content, existing 2D video resources may also be delivered and displayed as 3D content. This is especially important to cover for the still low amount of 3D content. Users may decide to watch an originally 2D content in 3D. Figure 13 illustrates this scenario.
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Figure 13: To deliver 3D videos from a 2D video database

6.7.2
Working assumptions and operation points
Firstly the 2D to 3D conversion is required at certain point of the system. It could be either done by an offline conversion operation (which is not covered by this document), or by converting in real time.

In one way, the PSS/MBMS servers shall decode the 2D video, and then re-encode it into 3D video, and finally distribute it to the UEs. The 3D-enabled UEs are expected to be able to decode and render 3D video at their UE devices.
Another way is to let the PSS/MBMS servers simply deliver the 2D video to the UEs, and the UEs are expected to conduct 2D to 3D conversion and 3D rendering.
In the first approach, the conversion procedure is done completely at the server and so the complexity at the terminal is reduced. In the latter approach, the terminal needs to provide sufficient processing power to implement the 2D to 3D conversion in real-time. Hybrid approaches, where the depth map extraction is performed at the server and the 3D rendering is done based on a 2D view plus the depth map at the client may be possible. 

The trade-off between complexity and bandwidth usage is to be studied in these different approaches. The feasibility of real-time 2D to 3D conversion either fully or partly at the UE is to be studied as well.
7 
Download Use Cases

7.1
Download of 3D Video

7.1.1
Use case description

A service provider offers 3D content hosted at an HTTP-Server that is available for HTTP-based download to a 3GPP-service capable UE. The same content may also be distributed over eMBMS using MBMS download delivery method. 
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Figure 14: Download of 3D Video

7.1.2
Working assumptions and operation points
Download of 3D video requires the encapsulation of the video in a file format that is supported by the 3GPP-service capable UE. It also requires that the file is advertised appropriately in the Content-Type to signal that it is a 3D-content and what are the required codecs and rendering capabilities to support this. It is expected that a 3GP file format based encapsulation format is used. 

The details of the file format as well as the appropriate signalling need to be defined to support this use case.

7.2
Progressive Download of 3D Video

7.2.1
Use case description

In a variant of the use case 7, the 3D video is progressively downloaded to start decoding and rendering of the 3D video before the download is completed.  

7.2.2
Working assumptions and operation points
In addition to the requirements for the use case 7.1, the file format must support an arrangement of the video content such that playout before completely downloading the file is supported.

The details of the file format as well as the appropriate signalling need to be defined to support this use case.
8 
Conversational Use Cases

8.1
3D video conversational services
8.1.1
Use case description

Apart from streaming of 3D video content to users from network servers, 3D conversational services have also been supported by the newest 3D-enabled products and these applications have been gaining significant popularity among the consumers recently. For instance, the latest 3D-enabled laptops have 3D web cameras that capture and record 3D video, and transfer it to others over the internet, enabling services such as 3D video chat, 3D video conferencing, 3D gaming and 3D video phone using web applications.
Figure 15 illustrates the use case for 3D conversational video based on MTSI [2] over a video conferencing application.
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Figure 15: Use case for 3D conversational service over a video conferencing application

8.1.2
Working assumptions and operation points

3D conversational video services require 3D-enabled UE devices that capture and record 3D video via the availability of 3D web cameras, and transfer it to other devices over the 3GPP network, e.g., through the use of MTSI services. In addition, 3D-enabled UEs at both ends of the link are required to decode and render 3D video at their UE devices. Most of these devices have 3D screens either 3D glasses-free or with glasses. Furthermore, these devices are typically equipped with 3D video hardware and high-performance software drivers for watching high-quality 3D videos and playing 3D video games.
8.2
Multiple-party 3D video conference
8.2.1
Use case description

This use case describes a multiple-party 3D video conference service, a meeting host can setup the 3D video conference call, and other 3D phone users can join the call. The 3D video information is exchanged among the multiple 3D-enabled phones users over MTSI system, the users can join or drop off the 3D video group call at different locations. The figure 16 illustrates the use case.
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Figure 16: Multiple-party 3D video conference

8.2.2
Working assumptions and operation points

The multiple-party 3D video conference requires 3D-enable mobile terminals to capture, record, store and transmit the 3D video sequence and audio via the MTSI system over the 3GPP operators’ mobile network, which also require 3D-enabled UEs to decode and render the 3D video display to the conference users. The device should have 3D screens either with 3D glasses or glass-free display.
8.3 
3D Video Call Fall Back to Legacy Phone
8.3.1
Use case description

A normal 2D video mobile or a legacy voice only phone user may want to join a 3D video conference group; however, the 3D video call or multiple-party conferencing scenario requires that the other ends of the participating parties be 3D video capable devices. To guarantee backward compatibility, a legacy phone needs to be able to join the conference as a 2D video call or voice only service, while keeping at the same time the other 3D video phone users in active 3D conferencing service. The figure 17 depicts the scenario for 3D video call fallback. A related use case is a regular call between a legacy phone and a 3D video phone with 3D video call capability, for which the negotiated call will end up as a 2D video or a voice call.
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Figure 17: The 3D video call fall back to a legacy phone

8.3.2 
Working assumptions and operation points

The 3D video phone has the functions to capture 3D video sequences as well as having 3D display screen, in which the powerful software and hardware process power is equipped. The 3D video phones have the capability to transfer the 3D video to other 3D devices over the 3G/LTE via MTSI system. 3D UEs are expected to perform session negotiation in such a way that during the call setup, a proposed 3D session can be downgraded to 2D or even voice in a manner compatible with existing IMS procedures.
8.4
3D Video Call Fall Back between 3D Capable Phones

8.4.1
Use Case Description

For the wireless environment, the wireless fading, the cell-edge performance and high latency may prevent the network from providing the full bandwidth, capacity and QoS to enable a 3D video call service for users. For such scenario, the 3D video call system needs to fall back to normal 2D video call, for the worst case, only the voice call can be conducted, the system may prevent the frequent back and forth transition for better user experience.

8.4.2
Working assumptions and operation points

3D video phones are normally also capable of 2D video calls. During an ongoing 3D call the phones have a mechanism to fall back from 3D video to normal 2D video or even to voice only.
9 
Other Use Cases
9.1 
3D Content in Messaging

9.1.1 
Use Case Description

The Multimedia Messaging Service (MMS) is defined by 3GPP in TS 26.140 [6]. MMS allows users to embed multimedia content into messages and send them to other users. With the advance of 3D technology and the steadily growing adoption by manufacturers, users with devices equipped with a stereo camera are able to shoot video and pictures in 3D. 

Figure 18 illustrates the use case, showing a user sharing a captured picture over MMS with another user.
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Figure 18: 3D Pictures and Videos over MMS

9.1.2
Working Assumptions and Operation Points

In order to enable this use case, the UE of the first user has to be equipped with a stereoscopic camera and the necessary processing power to capture stereoscopic images and video. The MMS service would need to be extended to support the 3D content formats and appropriate signalling.

The used formats shall be backwards compatible, to enable users with non-3D capable UEs to still view the content, albeit in single view.
9.2
3D service in the converged environment

9.2.1
Use case description

In this scenario the user can use mobile devices to capture 3D video contents which can be shared with other devices, e.g. 3D TVs. The 3D contents can be delivered directly to the other devices.  
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Figure 19: Use case of 3D service in the converged environment
As Figure 19 illustrates, 3D devices are able to share 3D videos among one another via cable (e.g. via HDMI). In addition, they can share videos via 3GPP networks, where a video server could be required for NAT traversal and video storing/distributing/converting.

9.2.2
Working assumptions and operation points

The mobile device such as a smart phone supports the function to capture 3D contents and send to other devices such as TV, for rendering or storage. The captured contents may be sent using either an uncompressed form (e.g. via HDMI) or a compressed form (using a wireless interface, e.g. 3G/LTE). The latter assumption implies that a mobile device can encode 3D contents. For storage of 3D contents, it is assumed that standard container formats (e.g. those derived from the ISO base file format) are used. 

9.3 
Bitrate Adaptation

9.3.1
Use case description

9.3.1.1
Introduction

Mobile networks offer different types of radio access networks with different access bitrates. In addition, depending on reception and load conditions, available bitrates in mobile networks may be more or less restricted.

Furthermore, mobile network conditions may change over time which may require that the application adapts to the changing bitrates by changing the quality of the delivered media.
Some use cases explaining such circumstances are provided below

9.3.1.2
Restricted access bandwidth
A service provider may want to offer a 3D streaming service to 3D capable phones. To ensure a sufficient quality for the service, the service operator requires choosing a minimum quality for which the streaming service can be offered also for 3D capable phones that have restricted access bandwidth. However, it is expected that there is a certain lower boundary where a 3D service can still be considered as being sufficient quality and below this quality the service may be unwatchable due to artefacts that are 3D specific.
9.3.1.3
Rate adaptation in PSS and DASH
A service provider may want to offer a 3D streaming service to 3D capable phones over PSS and/or DASH. To ensure service continuity also in temporarily low bitrates, streams (in RTP-based PSS) or Representations (in DASH) need to be provided to ensure this service continuity, but still to have acceptable quality. In 2D-video, low quality video for service continuity may be achieved by reducing the spatial and temporal resolution as well as to increase the quantization noise. As a last resort, the omission of video transmission entirely and relying on audio only may be applied. In 3D-video, in principle the same mechanisms are available, but the effects of applying these schemes in terms of quality may be more severe and there may be preferences in either dispending earlier or operate along other axis to avoid annoying perceptual artifacts. Another option is to apply a 2D-fallback. 

9.3.1.4
Rate adaptation in MTSI
In MTSI, the feedback from the far-end decoder could be used to facilitate real-time 3D video encoding according the prevailing network conditions. In the event of severely reduced throughput, the encoder has several options, such as coarser quantization of transform coefficients, reduced spatial resolution, or downgrading from stereoscopic 3D video to single-view video. 
9.3.1.5
Rate adaptation due to shared radio resources
Another situation where rate adaptation may be needed is where multiple service users converge in a cell and available bandwidth capacity per user therefore depletes quickly. In such case, service to lately incoming UEs may be refused, or all UEs in the cell may suffer severe 3D quality degradation. The situation can be improved when bandwidth of the streams can be reduced adaptively. The service quality is recovered as congestion state of the cell is relieved.
9.3.2
Working assumptions and operation points

[Editor's Note: TBD]

9.3.3
Performance evaluation

While view scalability provides opportunities for rate adaptation, there are also other options for facilitating rate adaptation, such as 

· 
encoding multiple versions of the same content using different bitrates achieved by using different spatial resolutions and/or quantization step sizes for transform coding;

· 
temporal subsampling.

It is therefore important to study whether and under which circumstances view scalability (from 3D to 2D) is a preferred mechanism for rate adaptation over other methods that facilitate rate adaptation.

The performance evaluation therefore includes subjective tests to find out preferences between spatial resolution, frame rate, and quantization noise. The results of the subjective tests give an indication on the lowest accceptable quality and the most suitable rate reduction schemes.

In addition, the performance of mobile 3D video coding is analyzed to answer:

· 
Whether 3D video coding solutions provide better rate adaptation opportunities when compared to 2D video coding in the presented use cases, 

· 
Whether there are performance differences among the 3D video coding solutions when it comes to rate adaptation in the presented use cases.
9.4
View Scalability for Graceful Degradation
9.4.1
Use case description

9.4.1.1
Introduction
Mobile network conditions may change as time and location changes. As experienced by the application in the UE, the changing network conditions may result into varying residual error rate, varying throughput, and/or varying throughput delay that may distort media data delivery. As 3D media data can be sensitive to delivery disturbances such as burst errors in wireless channels, 3D user experience might be severely degraded. View scalability may offer possibilities for graceful degradation when 3D data delivery is affected by network conditions. 

In the following sub-clauses specific use cases where graceful degradation may help are introduced.
9.4.1.2
Graceful degradation in MBMS when entering bad reception conditions

Unlike a PSS service, an MBMS service cannot adapt to individual receivers needs. That is, users entering difficult reception conditions may experience sudden service interruption instead of soft degradation of e.g. 3D video quality. To keep users satisfied with the mobile 3D experience, graceful degradation of the broadcast service is a desired feature. Such a feature can be applied to a broadcast service by allowing differentiation transmission robustness for different parts of the video stream. The service should allow minimum acceptable quality to the user perception at the service coverage configured by the operator.

9.4.1.3
Graceful degradation in MTSI
In MTSI, the feedback from the far-end decoder could be used to facilitate real-time 3D video encoding according the prevailing network conditions. It may be possible to use different robustness for different parts of the video stream to improve the subjective quality of the reconstructed video under severe network conditions.
9.4.1.4
Combined support of heterogeneous devices and graceful degradation

It is expected, that there will be a coexistence of a variety of device capabilities (e.g. 3D devices and 2D devices) within a 3GPP system and each of these devices may be in different reception conditions. Therefore to cope with both of these challenges in an efficient way, a service should be able to support the heterogeneous devices and to provide Graceful Degradation behaviour at the same time. The support for heterogeneous devices is particularly important to be coped in MBMS where there are limited possibilities to adapt the transmitted content to the present receivers and the bitrate resources in the radio link may be scarce. 
9.4.2
Working assumptions and operation points

If view scalability is discovered to be a reasonable enabler for graceful degradation in the performance evaluation, it shall be possible for the service provider or content creator to explicitly allow or disallow rendering only one view of the content and, if desired, indicate which one of the views is preferred or required for single-view rendering.
[Editor's Note: TBC]

9.4.3
Performance evaluation

9.4.3.1
Introduction

3D video coding is studied in the context of the presented use cases to discover if 3D video coding provides better graceful degradation possibilities, such as better robustness for the part of the video bitstream that provides the minimum acceptable quality, when compared to 2D video coding.
The performance of mobile 3D video coding is analyzed to answer:

· 
Whether 3D video coding solutions provide better graceful degradation opportunities when compared to 2D video coding in the presented use cases; 

· 
Whether there are performance differences among the 3D video coding solutions when it comes to graceful degradation in the presented use cases.
10
Mobile 3D subjective tests
10.1
Introduction

This section presents the results of subjective tests conducted on a 3D capable mobile terminal. The objective is to evaluate the impact of the frame rate and the resolution of video on the perceived quality of experience of the user.

10.2
Test description

10.2.1
Video sources

The subjective tests contained 3 different sequences with different characteristics in terms of movement and textures.

· Football sequence: with significant movements.

· Interview sequence: with almost static content.

· Cartoon sequence: an animated movie with the main characteristic of containing simplified textures. 

10.2.2
Content preparation

10.2.2.1
Frame rate evaluation

In this test the resolution of the sequences was fixed to the one of the device, i.e. qHD (960x540). 

The source contents in 1080i25 were converted to 1080p50 using a deinterlace filter.

Then different frame-rates were produced by dividing the initial frame rate (50fps) by 2, 3, 4, 5 and 6 in order to get respectively 25, 16.6, 12.5, 10 and 8.33 fps.

Frame rates which are not an integer divider of 50fps were not produced in order to avoid the frame interpolations which might introduce additional visual artefacts. 

10.2.2.2
Resolution evaluation

In this test the frame rate of the sequences was fixed to 25fps.

Initial fullHD per view contents were then converted to different resolutions in side-by-side 3D format.

The produced resolutions were: WQVGA (320x176), WHVGA (480x272), WVGA (848x480), qHD (960x540) and 720p (1280x720).

Note: if different interpretations are made between the name of the resolution and the number of pixel per rows and per columns, the last mentioned should be taken into account.
10.2.3
Encoding profiles

Since the hardware of the 3D mobile terminal is not able to decode uncompressed video sequences at these formats, encoding step was needed.  

Video sequences were compressed using a high enough bitrate to avoid any encoding visual artefact.

The encoding profile was the same for all the sequences, as follow:

· Encoder common features:
· Constant Bit Rate (CBR)
· MP4 File format
· Source encoding profile :
· MPEG4 AVC/H.264 at 5Mb/s CBR
· Depending on the resolution of the content, the Profile/Level change to Baseline@L3.0 to High@L4.0
10.2.4
Subjective test conditions

10.2.4.1
Methodology

The SAMVIQ (ITU-R BT 1788) method was used. It is based on a continuous scale (0-100) graded with following five quality items: Bad, Poor, Fair, Good and Excellent.
It is an adapted method discriminating quality levels and providing accurate quality scores.

10.2.4.2
Implementation

A mobile application was created to allow the playback of the different sequences and also to rate their perceived quality directly on the mobile terminal.

The 3D mobile terminal has the following technical features:

· qHD (960x540) screen resolution

· 4.3” screen size

· Cell matrix parallax barrier

10.2.4.3
Observers

28 participants took pat of the subjective tests. In the worst case 9 observers were rejected, 3 observers in the best case.

This means that the participants whose results were too much different from the average results were rejected. In order to define the number of participants to reject a correlation factor is computed and a threshold is set. In our case the correlation factor was 82%. 

10.3
Test results
10.3.1
Frame rate evaluation
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Figure 20: Subjective tests results on the impact of frame rate

On the figure 20 it can be noted that a good quality is achieved for Cartoon and Interview from 10fps. The same level of quality needs at least 16.6fps for Football.

Only 19/28 user’s ratings were taken into account. This high number of rejected testers is due to the fact that the difference between the low frame rates is not significant enough.
10.3.2
Resolution evaluation
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Figure 21: Subjective tests results on the impact of definition

In this test, the excellent quality is reached from WVGA resolution with Cartoon and Interview sequences whereas it is only reached with the hidden reference.

Only 3 users were rejected over 28 participants.

10.4
Conclusion of the test


This section provides the results of subjective tests conducted on a 3D capable mobile terminal with the following statements within the test conditions described above:
· The minimum frame rate required for video contents with not a lot of movements is 10fps whereas sequences with a higher level of moving objects needs at least 16,6fps.

· Poor to fair quality with WQVGA and WHVGA profiles are achieved whatever the contents are used.
· The minimum resolution for reaching a good to excellent quality is WVGA.
11
Conclusions
. [Editor's Note: TBD]
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