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1. Introduction
Echo cancellers are complex devices of which the subjective performance is affected by several attributes. The main attribute is its ability to suppress echo. Residual echo that is not perceptually masked by near-end signals disrupts the communication and is viewed as unacceptable. Test methods evaluating this may to a large extent be based on the far-end single-talk performance of the echo canceller, and the performance may be well characterized by the level and duration of the remaining echo, measured e.g. as the Terminal Coupling Loss [3GPP TS 26.131]. 

The process of removing the echo may introduce impairments to the near-end signal, mainly manifested as distortion or clipping of the near-end signal during “double-talk”. The influence of these impairments on the subjectively perceived performance of the echo canceller is best evaluated by means of subjective evaluation, e.g. as described in [ITU-T P.831, ITU-T P.832]. 

The acoustic properties of the device have a large impact on the performance of the echo canceller, and the acoustic properties may vary significantly between different designs of the devices. This implicates that the performance of the echo cancellation has to be evaluated for every specific acoustic design, and it is not considered feasible to evaluate the presence of impairments solely by means of procedures based on subjective testing.

An objective test method of the double-talk performance is described in [ITU-T P.340]. It is however considered that the parameter (the “attenuation range”) used for characterizing the performance does not fully match the design of certain echo cancellers. Also, the method in [ITU-T P.340] does not explicitly measure any residual echo that may be present during double talk, and it is considered as a vital property of a double talk test procedure that it verifies that the transparency during double-talk not is achieved at the expense of the echo reduction.  
This contribution presents an outline of a proposed objective test method for evaluating the double-talk operation of echo cancellers. Similar to [ITU-T P.340] the performance is classified into separate categories, “Full duplex”, “Near-end clipping”, and “Residual echo”. The intention of the test method is not to obtain a measure that directly links to the results that would be obtained by any specific subjective evaluation method of echo cancellers, but to obtain an objective characterization of the functional operation during double-talk that relates to a subjective performance that is of interest for the end-user.

Although a specific correlation between the objective results and scores obtained from a subjective test method neither is proposed nor intended to be provided, it is however needed to validate that the method characterizes an operation that relates to a subjective performance that is of interest for the end-user.

2. Proposed test procedure
The basic structure of the test method relies on measuring the duration of any level difference between the up-link during a double-talk sequence including echo and near-end speech and the up-link of the same near-end speech only. As outlined in Figure 1 and Table 1, the duration of any level difference is used for classifying the echo canceller performance into different categories including “Full duplex operation”, “Near-end clipping”, and “Residual echo”. Each of these overall categories is divided into sub-categories based on the duration and amount of level difference. Proposed values for the boundaries on the sub-categories are shown in Table 2.
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Figure 1: Classification of echo canceller double-talk performance

Table 1: Description of the categories of double-talk performance.

	A1
	Full-duplex and full transparency

	A2
	Full duplex with level loss in Tx

	B
	Very short clipping

	C
	Short clipping resulting in loss of syllables

	D
	Clipping resulting in loss of words

	E
	Very short residual echo

	F
	Echo bursts

	G
	Continuous echo


Table 2: Example of values for the borders of the categories.

	L1
	3 dB

	L2
	-3 dB

	L3
	-15 dB

	D1
	25 ms

	D2
	150 ms

	D3
	25 ms

	D4
	150 ms


The test method is intended to be able to be used with any double-talk speech sequences, e.g. the “long” double-talk sequences proposed for ITU-T P.501. The echo canceller should be in a converged state, and it is proposed to use a down-link single-talk speech sequence of at least 10s to prior to the double-talk testing.

It is assumed that the speech sequence during double-talk and the “near-end speech only” speech sequence can be recorded individually, with the “near-end speech only” sequence recorded with silence in the down-link. The time-alignment of the two recorded sequences is performed off-line during the analysis. 

The speech levels are computed using a digital sound level meter according to IEC 651 with a time constant of 12.5 ms. The levels are sampled at 5 ms intervals and at each sample the duration of a level difference between the two sequences with an absolute value greater than the current level difference is computed and stored in a two dimensional histogram as a function of level difference and duration.  

Since the operation during double-talk mainly is triggered by active speech on the down-link, it is proposed to limit the evaluation to the frames were the down-link includes active speech, extended with a hang-over period covering the transmission delay of the system and the maximum duration of any level difference that is considered in the analysis. An example of the samples used in the valuation is shown in Figure 2.

Section 6 presents a detailed description of the proposed test method in pseudo-code and an exemplification of the method is given in the following section.
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Figure 2: Frames used for evaluation.
3. Example of test procedure operation

A short example of the output of the proposed method is presented in the following. Figure 3 displays the level difference between the near-end signal and the echo canceller output for a segment of samples where an echo canceller introduces clipping. The output of the characterization of the proposed method according to the procedure in Section 6 is presented in Table 3. 
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Figure 3: Time series of level difference versus time during echo canceller clipping operation.

Table 3: Characterization operation in example in Figure 1.

	Frame
	Level diff
	Duration
	Frame
	Level diff
	Duration
	Frame
	Level diff
	Duration

	1
	0
	100
	38
	-5
	14
	54
	-14
	2

	6
	-1
	86
	39
	-6
	10
	54
	-15
	1

	6
	-2
	58
	44
	-7
	2
	71
	-2
	18

	11
	-3
	52
	47
	-7
	2
	72
	-3
	15

	14
	-4
	1
	53
	-6
	8
	73
	-4
	14

	19
	-4
	1
	53
	-7
	7
	76
	-5
	9

	21
	-4
	2
	53
	-9
	6
	77
	-6
	8

	30
	-4
	32
	53
	-10
	5
	79
	-7
	4

	34
	-5
	3
	54
	-11
	4
	
	
	

	36
	-6
	1
	54
	-13
	3
	
	
	


A compilation of the respective durations of the level differences is presented in Table 4, and the classification in the respective categories is shown in Table 5. For the purpose of the exposition, the boundaries of the respective categories are different from what is proposed for the test procedure when used in practice. 

The total number of frames in categories B, C, and D, respectively, is computed as the sum of the number of frames with a level difference equal to or less than the upper boundary in the category (in this example -4 dB). Similarly, the total number of frames in categories E, F, and G would be computed as the sum of the number of frames with a level difference equal to or greater than the lower boundary on the respective categories. The number of frames in category A2 is computed as the sum of the frames with a level difference less than or equal to the upper boundary of the A2 category (-2 dB) minus the frames in the categories with greater level loss (categories B, C, D). Finally, the frames in category A1 is computed as the total number of frames minus the number of frames with a level difference less than the lower boundary on A1 and the number of frames classified in category E, F, G. 

The respective classification of the samples in the time series is visualized in Figure 4 

Table 4: Compilation of duration and level difference.

	Frame
	Level diff
	Duration
	Frame
	Level diff
	Duration
	Frame
	Level diff
	Duration

	1
	0
	100
	19
	-4
	1
	44
	-7
	2

	6
	-1
	86
	38
	-5
	14
	47
	-7
	2

	6
	-2
	58
	76
	-5
	9
	53
	-9
	6

	71
	-2
	18
	34
	-5
	3
	53
	-10
	5

	11
	-3
	52
	39
	-6
	10
	54
	-11
	4

	72
	-3
	15
	53
	-6
	8
	54
	-13
	3

	30
	-4
	32
	77
	-6
	8
	54
	-14
	2

	73
	-4
	14
	36
	-6
	1
	54
	-15
	1

	21
	-4
	2
	53
	-7
	7
	
	
	

	14
	-4
	1
	79
	-7
	4
	
	
	


Table 5: Classification of frames in each category.

	
	Level
	Duration
	Number of frames for each level
	Total

	
	
	
	0
	-1
	-2
	-3
	-4
	-5
	-6
	

	A1
	level > -2
	all
	100
	86
	
	
	
	
	
	100-76=24

	A2
	-4 < level <= -2
	all
	
	
	58, 18
	52, 15
	
	
	
	76-50=26

	B
	level <=-4
	< 5 frames
	
	
	
	
	2, 1, 1
	3
	1
	4

	C
	level <=-4
	5 <= frames < 10
	
	
	
	
	
	9
	8, 8
	0

	D
	level <=-4
	>= 10 frames
	
	
	
	
	32, 14
	14
	10
	46
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Figure 4: Example of categorization.
4. Example of test procedure results

The example presented in the following is based on a survey performed in 2009 of 15 state-of-the-art commercial user equipment devices operating in handset mode and handheld hands-free mode. The survey includes recordings of the double talk and near-end single talk sequences for each device, and the speech quality has been evaluated by off-line expert listening. 

The sequences were recorded in a silent boot of size 3x3m with the devices mounted to a Brüel&Kjaer Telephone Test Head Type 4602B for the handset recordings, and the devices placed on a flat surface 50 cm from the artificial mouth for the handheld hands-free recordings. The up-link speech was recorded digitally via an ISDN interface to the test system. Similarly, the down-link speech was injected digitally via the ISDN interface.

The sequences used for evaluating the near-end only and double-talk performance are depicted in Figure 5. The far-end signal is composed of three segments each composed of two sentence pairs. The segments has different speech levels with the first segment having a level of nominal-8 dB, the second segment a nominal level, and the third segment a level of nominal+8 dB. The nominal level was set to -24 dBovl. The near-end speech is composed of three segments each composed of two sentence pairs, and the level of the sequence was adjusted to produce an acoustic speech level of 91.3 dBA at the reference point of the artificial mouth used in the recording procedure.   
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Figure 5: Time series of signals used in evaluation. Far-end signal in upper diagram, near-end signal in lower diagram.

The subjective evaluation was performed as an informal expert listening, with the experts being asked to evaluate the quality of the up-link sequence on a scale from 1 to 5 with 1 being “poor”, 3 being “acceptable” and 5 being “excellent”. Hence, the subjective results should not be mistaken as MOS scores from a formal subjective test, but should be regarded as an indication of the performance perceived by the end-user. The results from the expert evaluation are presented in Figure 7 and Figure 8. The bars displays the average of the scores from eight expert listeners, and the error bars indicates the maximum and minimum score given by any listener. 
It should be noted that the test sequences were not designed with the current test procedure in mind. Particularly, a test sequence intended to be used for the procedure described in this document should preferably be composed of several segments with different levels and variations of near-end or far-end start in each segment. An example of a test sequence suitable for the current test is given in Figure 6. The up-link sequence is composed of 12 segments of four sentence pairs, and the down-link of 12 segments of either four or five sentence pairs, in order to encompass for either near-end or far-end start. The levels of the down-link speech segments are varied between nominal-6dB, nominal, nominal+6dB, and the near-end and far-end start is varied between the segments. In total this results in a test sequence of 8 minutes. 

With these caveats in mind, it is however considered that applying the test procedure on the data from the survey and comparing the objective classification to the subjective evaluation gives some insights on the performance of the proposed method. 

The results from the classification are presented in Table 6 and Table 7, and a visualization of the comparison between subjective score and classification is shown in Figure 9 - Figure 12.

An evaluation of the validity of the proposed classification method would require a formalized statistical analysis of the data, but due to the concerns expressed above this is not considered for this set of data. Some observations may be recorded though, as outlined in the following.

Handset data evaluation

For the handset data, summarized in Table 6 and visualized in Figure 11, three devices, MS05, MS09 and MS14, has a subjective score lower than or equal to 3 both for the mean and the maximum score given by any listener. These devices all have a classification with certain differences to the other devices. 

For MS05, the number of frames classified as “Residual echo” (categories E, F, G) is 4.3 %. This is considerably larger than the average of the devices with subjective score larger than 3, for which the average is 0.9% and the maximum 1.4%. 

For MS09, the number of frames classified as “Clipping” is 8.9%. Again, this is considerably larger than the average for the devices with higher subjective score for which the average is 1.10% and the maximum value is 2.1%. 

For MS14 both the number of frames classified as “Clipping” and “Residual echo”, 15.5% and 11.2%, respectively, is considerably larger than the average and maximum of the other devices.

Hence, for the handset mode operation, the data set do not contain any obvious contradiction between objective classification and the subjective evaluation.

Handheld hands-free data evaluation
The data for the handheld hands-free mode has larger variations and lower subjective scores compared to the handset use case. As seen from Figure 8, no device has a subjective score greater than or equal to three from all listeners, and only three devices MS 10, MS15, and MS16 has an averaged score greater than or equal to 3, and several devices has an average score as low as between 1 and 2. 

For this use case, the low subjective scores are most likely due to combination of the artifacts introduced by clipping and remaining residual echo. An indication that this my be the case can be found in Figure 13 - Figure 17, where the relative frequency per category and data segment is displayed for the devices. Each diagram displays three devices, and the devices are grouped by rank order from the subjective scores, with the devices with highest subjective score depicted in Figure 13 and the devices with lowest subjective score in Figure 17. 

Except that there seems to be no obvious contradictions between the subjective scores and the objective classification, no observations are stated for this data. It is believed that an analysis and validation of the proposed test method would require a longer data sequences, and possibly also other relative signal level differences between the down-link loudspeaker signal.
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Figure 6: Example of test sequence for the proposed test procedure.
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Figure 7: Subjective score from expert listeners on evaluating the quality in handset mode. Not MOS scores.
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Figure 8: Subjective scores from expert listening on evaluating the quality in handheld hands-free mode. Not MOS scores.
Table 6: Subjective score and objective classification results, handset mode.

	
	Score
	A1
	A2
	B
	C
	D
	E
	F
	G

	MS01handset
	4,00
	89,7%
	8,4%
	0,2%
	1,1%
	0,0%
	0,4%
	0,3%
	0,0%

	MS02handset
	4,25
	96,1%
	1,9%
	0,1%
	0,6%
	0,0%
	0,4%
	1,0%
	0,0%

	MS03handset
	4,50
	79,3%
	18,6%
	0,1%
	0,6%
	0,0%
	0,5%
	0,9%
	0,0%

	MS04handset
	4,50
	91,2%
	7,7%
	0,2%
	0,7%
	0,0%
	0,3%
	0,0%
	0,0%

	MS05handset
	2,50
	93,4%
	1,6%
	0,1%
	0,5%
	0,0%
	0,2%
	1,6%
	2,5%

	MS06handset
	4,38
	81,4%
	17,7%
	0,1%
	0,7%
	0,0%
	0,1%
	0,0%
	0,0%

	MS08handset
	3,75
	88,3%
	9,5%
	0,5%
	1,2%
	0,0%
	0,2%
	0,3%
	0,0%

	MS09handset
	1,63
	78,1%
	11,4%
	0,4%
	4,5%
	4,1%
	0,2%
	1,3%
	0,0%

	MS10handset
	3,88
	83,8%
	13,4%
	0,1%
	2,0%
	0,0%
	0,2%
	0,5%
	0,0%

	MS11handset
	3,50
	91,1%
	6,3%
	0,2%
	1,3%
	0,4%
	0,4%
	0,3%
	0,0%

	MS12handset
	4,25
	88,6%
	9,3%
	0,2%
	0,8%
	0,0%
	0,3%
	0,8%
	0,0%

	MS13handset
	3,88
	85,3%
	12,5%
	0,0%
	0,7%
	0,0%
	0,2%
	1,1%
	0,0%

	MS14handset
	1,25
	61,4%
	11,8%
	0,1%
	6,8%
	8,6%
	1,1%
	2,6%
	7,5%

	MS15handset
	3,38
	89,8%
	8,0%
	0,0%
	0,8%
	0,0%
	0,6%
	0,7%
	0,0%

	MS16handset
	4,75
	94,4%
	3,5%
	0,1%
	0,6%
	0,0%
	0,3%
	0,6%
	0,4%


Table 7: Subjective score and objective classification results, handheld hands-free mode.

	
	Score
	A1
	A2
	B
	C
	D
	E
	F
	G

	MS01speaker
	2,63
	59,3%
	26,8%
	0,8%
	6,7%
	3,8%
	0,8%
	0,9%
	0,9%

	MS02speaker
	1,50
	66,1%
	8,6%
	0,2%
	4,3%
	20,9%
	0,1%
	0,0%
	0,0%

	MS03speaker
	2,38
	34,5%
	45,7%
	0,4%
	6,1%
	8,6%
	0,5%
	0,4%
	3,7%

	MS04speaker
	1,63
	72,4%
	11,6%
	0,4%
	6,7%
	7,6%
	0,1%
	1,0%
	0,0%

	MS05speaker
	1,63
	67,4%
	14,1%
	0,1%
	2,0%
	15,6%
	0,1%
	0,4%
	0,4%

	MS06speaker
	1,13
	42,1%
	11,0%
	0,2%
	5,0%
	20,2%
	0,4%
	4,4%
	16,6%

	MS08speaker
	1,38
	60,7%
	13,5%
	0,6%
	6,7%
	6,6%
	0,5%
	5,7%
	5,7%

	MS09speaker
	2,63
	74,3%
	10,9%
	0,7%
	3,4%
	9,2%
	0,5%
	1,0%
	0,0%

	MS10speaker
	3,25
	58,0%
	24,4%
	0,8%
	4,8%
	6,0%
	0,6%
	0,7%
	4,8%

	MS11speaker
	2,75
	78,5%
	15,6%
	0,8%
	4,7%
	0,0%
	0,3%
	0,1%
	0,0%

	MS12speaker
	2,38
	60,3%
	7,4%
	0,2%
	2,0%
	29,1%
	0,1%
	0,9%
	0,0%

	MS13speaker
	1,75
	22,7%
	10,6%
	0,2%
	4,2%
	24,8%
	2,6%
	6,8%
	28,1%

	MS14speaker
	1,13
	57,7%
	7,2%
	0,1%
	5,2%
	16,4%
	0,4%
	1,5%
	11,5%

	MS15speaker
	3,50
	65,7%
	23,4%
	0,4%
	5,0%
	2,2%
	0,4%
	1,2%
	1,6%

	MS16speaker
	3,00
	71,7%
	16,4%
	0,6%
	3,1%
	0,5%
	1,9%
	5,2%
	0,4%
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Figure 9: Relative frequency of classification versus subjective score, handset mode. 
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Figure 10: Relative frequency of classification versus subjective score, handheld hands-free mode.
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Figure 11: Relative frequency of residual echo and clipping classification, handset mode.
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Figure 12: Relative frequency of residual echo and clipping classification, handheld hands-free mode.
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Figure 13: Relative frequency per category. Handheld hands-free, MS10, MS15, MS16, subjective scores 3.25, 3.5, and 3.0 respectively.
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Figure 14: Relative frequency per category. Handheld hands-free, MS01, MS09, MS11, subjective scores 2.6, 2,6, 2.8, respectively.
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Figure 15: Relative frequency per category. Handheld hands-free, MS03, MS12, MS13, subjective scores 2.4, 2.4, 1.7, respectively.
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Figure 16: Relative frequency per category. Handheld hands-free, MS02, MS04, MS05, subjective scores 1.5, 1.6, 1.6, respectively.
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Figure 17: Relative frequency per category. Handheld hands-free, MS06, MS08, MS14, subjective scores 1.1, 1.4, 1.1, respectively.

5. Discussion and conclusion

A test procedure for objectively classifying the double-talk performance of real-time speech communication devices into different categories is proposed. The procedure is exemplified on a set of data for which also a subjective evaluation has been performed, and no obvious discrepancy between the objective classification and the subjective scores has been found.

The test procedure is considered to be applicable to be used for characterizing the double talk performance as part of the acoustic characteristics of 3GPP terminals. This would however require further analysis and validation of the relation between the objective classification and the subjective performance perceived by end-users.

Due to the strong link between the form factor and acoustic properties of the device (mainly the relative strength of the echo compared to the near-end) and the echo performance, it is proposed that for certain acoustic interfaces (such as handheld hands-free) no firm requirements are included in the minimum performance requirements, but that the test method is applied as a method for characterizing the performance and not imposing requirements that may limit the design and form factor of devices.   

6. Appendix: Pseudo code of evaluation procedure

MAX_LEVEL_DIFFERENCE = 10;

MIN_LEVEL_DIFFERENCE = -40;

MAX_DURATION = 40;

SYSTEM_DELAY = 38;

FIRST_OCCURENCE = 1;

%

% Compute level difference

%

levelDifference = nearEndLevel - processedLevel;

%

% Only evaluate in integers of dB and limit to max/min difference

%

levelDifference = round(levelDifference);

levelDifference = min(levelDifference, MAX_LEVEL_DIFFERENCE);

levelDifference = max(levelDifference, MIN_LEVEL_DIFFERENCE);

% 

% Only evaluate for active down-link speech including hang-over

%

speechActivityThreshold = mean(downlinkLevel)-1;

ind = find(downlinkLevel > speechActivityThreshold);

activeSpeechFrames = zeros(size(downlinkLevel));

activeSpeechFrames(ind) = ones(size(ind));

% Add hang-over

activeSpeechFrames = conv(activeSpeechFrames, ones(MAX_DURATION+SYSTEM_DELAY, 1));

activeSpeechFrames = activeSpeechFrames(1:length(downlinkLevel));

framesToEvaluate = find(activeSpeechFrames > 0);

levelDifference = levelDifference(framesToEvaluate);

numberOfSpeechFrames = length(levelDifference);

%

% Set initial values for computations and loop through all frames to be evaluate

%

levelIncludedInEvaluation = (MAX_LEVEL_DIFFERENCE+1)*ones(numberOfSpeechFrames, 1);

levelAndRunLength = zeros(numberOfSpeechFrames, 4);

levelVsDurationHistogram = zeros(MAX_LEVEL_DIFFERENCE+(-MIN_LEVEL_DIFFERENCE)+1, MAX_DURATION+1);

previousLevelDifference = 0;

debugIndex = 1;

for frame = 1:numberOfSpeechFrames-1;

  currentLevelDifference = levelDifference(frame);

  %

  % Evaluate all levels from the previous level up to the current level

  %

  if currentLevelDifference <= 0

    firstEvaluatedLevelDifference = max(min(0, previousLevelDifference), ...

                                        currentLevelDifference);

    step = -1;

  else

    firstEvaluatedLevelDifference = min(max(0, previousLevelDifference), ...

                                        currentLevelDifference);  

    step = 1;

  end

  %

  % Loop the levels to be evaluated

  %    

  for evaluatedLevelDifference = firstEvaluatedLevelDifference:step:currentLevelDifference

    %

    % Check that the current frame is not already included in evaluation for earlier frames

    %

    if (evaluatedLevelDifference ~= levelIncludedInEvaluation(frame))

      if (evaluatedLevelDifference > 0)

        duration = find(levelDifference(frame+1:end) < evaluatedLevelDifference, …  

                        FIRST_OCCURENCE);

      else 

        duration = find(levelDifference(frame+1:end) > evaluatedLevelDifference, …

                        FIRST_OCCURENCE);

      end

      if (isempty(duration))

        duration = numberOfSpeechFrames-frame+1;

      end

      %

      % Set the frames during duration of the level difference as being evaluated

      %

      if (duration > 1)

        levelIncludedInEvaluation(frame:(frame+duration-1)) = …

          evaluatedLevelDifference*ones(duration, 1);

      end;

      %

      % Add the number of frames in the duration that have absolute level difference

      % greater or equal to evalutedLevel

      %

      durationIndex = min(duration, MAX_DURATION);

      levelIndex = evaluatedLevelDifference+(-MIN_LEVEL_DIFFERENCE)+1;

      levelVsDurationHistogram(levelIndex, durationIndex) = ...

        levelVsDurationHistogram(levelIndex, durationIndex) + duration;

      end

  end

  previousLevelDifference = currentLevelDifference;

end
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