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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

. [Editor's Note: TBD]

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]  
3GPP TS 26.114: “IP multimedia subsystem (IMS); Multimedia telephony, Media handling and interaction”
[3]  
3GPP TS 26.234: "Transparent end-to-end packet switched streaming service (PSS); Protocols and codecs".
[4]  
3GPP TS 26.346: “Multimedia Broadcast/Multicast Service (MBMS); Protocols and codecs”
[5]  
3GPP TS 26.247: "Transparent end-to-end Packet-switched Streaming Service (PSS); Progressive Download and Dynamic Adaptive Streaming over HTTP (3GP-DASH).
3
Definitions and abbreviations

3.1
Definitions

 [Editor's Note: TBD]

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

AVC
Advanced Video Coding
DASH
Dynamic Adaptive Streaming over HTTP
HDMI
High-Definition Multimedia Interface
HTTP
Hypertext Transfer Protocol
IMS
IP Multimedia Subsystem

IP
Internet Protocol
IR
Infrared
LTE
Long Term Evolution
MBMS
Multimedia Broadcast/Multicast Services
MPD
Media Presentation Description
MTSI
Multimedia Telephony Services for IMS
PSS
Packet Switched Streaming Service
RTP
Real Time Protocol
SDP
Session Description Protocol
4
General

4.1
Introduction

[Editor's Note: TBD ]

5
Technology description

5.1
Mobile 3D rendering technologies
5.1.1
Introduction
Stereoscopy is the method of combining two plane pictures in order to produce a depth perception by the human brain. Each eye seeing a different angle of a scene, the human visual system - with subjective assessments - is able to interpret the depth information.

In the scope of this document, this section provides some information on how the rendering technologies provide the depth perception. These technologies are split into two categories; the glasses based systems and the glasses free systems.
5.1.2
Glasses-free 3D video rendering technologies
5.1.1.1
Parallax barrier
The parallax barrier consists in a grid placed over the screen. When electrically activated, this barrier prevents the eyes of the user from viewing all the pixels of the display such as depicted in the figure 1. The resulting quality of experience is half the resolution per view compared with the 2D mode (i.e. when the barrier is switched off).
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Figure 1: Parallax barrier
5.1.1.2
Lenticular lens sheet
This rendering technology is based on a lens sheet. It consists in a series of vertical hemi-cylindrical lenses placed so as to direct light in different viewing angles. When correctly placed, each eye can receive a different view from the other.
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Figure 2: Lenticular lens sheet

5.1.3
Glasses-based 3D video rendering technologies

5.1.3.1
Active-shutter glasses

The active-shutter glasses are synchronized with the 3D display (potentially with IR signal transmitted from the glasses to the terminal) which displays alternatively the left and right views of a video. The figure 3 below illustrates such a case.
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Figure 3: Active shutter glasses

5.1.3.2
Passive glasses

Passive glasses use a polarized filter placed on both the screen and the glasses. For example, the current 3D displays can interlace the left and right views in a single image on the screen whereas the filters on the glasses only allow the left eye to see the odd lines (in red on figure 4) and the right eye to see the even lines of the screen (in green on figure 4). In this case, image resolution is halved if compared to active systems but new systems such as active retarder will attempt to solve this problem.
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Figure 4: Passive polarized glasses

5.1.4
Potential impacts on a 3D service implementation

Given the fact that the rendering technologies offer different levels of quality of experience such as the resolution per view, the viewing angles… a service may benefit from adapting the provided 3D video format to the rendering technology in use. In this case appropriate signalling is necessary to either describe the different formats such that the client can select/request the format or the appropriate signalling of the rendering technology is important such that the server can select or annotate the appropriate format. 

Depending on the service, these formats may have to be mapped to the different signalling frameworks in which the 3D video is offered, e.g. MPD in 3GP-DASH, SDP for MTSI and PSS, etc.
5.2
Mobile 3D video codecs

[Editor's Note: TBD]

6
PSS and MBMS-based 3D video services
6.1
Use case description

This use case describes the delivery of 3D video content to 3D-enabled UE devices over PSS and MBMS services [3][4][5]. Figure 5 illustrates the use case.
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Figure 5: Use case for PSS/MBMS-based 3D video delivery
6.2
Working assumptions and operation points

PSS/MBMS-based 3D video services require 3D-enabled UEs to decode and render 3D video at their UE devices. Most of these devices have 3D screens either 3D glasses-free or with glasses. Furthermore, these devices are typically equipped with 3D video hardware and high-performance software drivers for watching high-quality 3D videos and playing 3D video games. 

Services such as PSS and MBMS provide the means for distributing the content to 3D capable mobile devices. The specified delivery options include multicast/broadcast, RTP streaming, adaptive HTTP streaming and progressive download [3][4][5].

While 3D capable devices will enjoy the 3D video, it should also be possible to author so that legacy devices can consume the same content in 2D.
7
3D video conversational services
7.1
Use case description

Apart from streaming of 3D video content to users from network servers, 3D conversational services have also been supported by the newest 3D-enabled products and these applications have been gaining significant popularity among the consumers recently. For instance, the latest 3D-enabled laptops have 3D web cameras that capture and record 3D video, and transfer it to others over the internet, enabling services such as 3D video chat, 3D video conferencing, 3D gaming and 3D video phone using web applications.
Figure 6 illustrates the use case for 3D conversational video based on MTSI [2] over a video conferencing application. .
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Figure 6: Use case for 3D conversational service over a video conferencing application
7.2
Working assumptions and operation points

3D conversational video services require 3D-enabled UE devices that capture and record 3D video via the availability of 3D web cameras, and transfer it to other devices over the 3GPP network, e.g., through the use of MTSI services. In addition, 3D-enabled UEs at both ends of the link are required to decode and render 3D video at their UE devices. Most of these devices have 3D screens either 3D glasses-free or with glasses. Furthermore, these devices are typically equipped with 3D video hardware and high-performance software drivers for watching high-quality 3D videos and playing 3D video games.
8
3D service in the converged environment
8.1
Use case description

In this scenario the user can use mobile devices to capture 3D video contents which can be shared with other devices, e.g. 3D TVs. The 3D contents can be delivered directly to the other devices.  
Figure 7 below illustrates such a use case.
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Figure 7: Use case of 3D service in the converged environment
8.2
Working assumptions and operation points

The mobile device such as a smart phone supports the function to capture 3D contents and send to other devices such as TV, for rendering or storage. The captured contents may be sent using either an uncompressed form (e.g. via HDMI) or a compressed form (using a wireless interface, e.g. 3G/LTE). The latter assumption implies that a mobile device can encode 3D contents. For storage of 3D contents, it is assumed that standard container formats (e.g. those derived from the ISO base file format) are used. 

9
Bitrate Adaptation

9.1
Use case description

9.1.1
Introduction

Mobile networks offer different types of radio access networks with different access bitrates. In addition, depending on reception and load conditions, available bitrates in mobile networks may be more or less restricted.

Furthermore, mobile network conditions may change over time which may require that the application adapts to the changing bitrates by changing the quality of the delivered media.
Some use cases explaining such circumstances are provided below

9.1.2
Restricted access bandwidth
A service provider may want to offer a 3D streaming service to 3D capable phones. To ensure a sufficient quality for the service, the service operator requires choosing a minimum quality for which the streaming service can be offered also for 3D capable phones that have restricted access bandwidth. However, it is expected that there is a certain lower boundary where a 3D service can still be considered as being sufficient quality and below this quality the service may be unwatchable due to artefacts that are 3D specific.
9.1.3
Rate adaptation in PSS and DASH
A service provider may want to offer a 3D streaming service to 3D capable phones over PSS and/or DASH. To ensure service continuity also in temporarily low bitrates, streams (in RTP-based PSS) or Representations (in DASH) need to be provided to ensure this service continuity, but still to have acceptable quality. In 2D-video, low quality video for service continuity may be achieved by reducing the spatial and temporal resolution as well as to increase the quantization noise. As a last resort, the omission of video transmission entirely and relying on audio only may be applied. In 3D-video, in principle the same mechanisms are available, but the effects of applying these schemes in terms of quality may be more severe and there may be preferences in either dispending earlier or operate along other axis to avoid annoying perceptual artifacts. Another option is to apply a 2D-fallback. 

9.1.4
Rate adaptation in MTSI
In MTSI, the feedback from the far-end decoder could be used to facilitate real-time 3D video encoding according the prevailing network conditions. In the event of severely reduced throughput, the encoder has several options, such as coarser quantization of transform coefficients, reduced spatial resolution, or downgrading from stereoscopic 3D video to single-view video. 
9.1.5
Rate adaptation due to shared radio resources
Another situation where rate adaptation may be needed is where multiple service users converge in a cell and available bandwidth capacity per user therefore depletes quickly. In such case, service to lately incoming UEs may be refused, or all UEs in the cell may suffer severe 3D quality degradation. The situation can be improved when bandwidth of the streams can be reduced adaptively. The service quality is recovered as congestion state of the cell is relieved.
9.2
Working assumptions and operation points

[Editor's Note: TBD]
9.3
Performance evaluation

While view scalability provides opportunities for rate adaptation, there are also other options for facilitating rate adaptation, such as 

· 
encoding multiple versions of the same content using different bitrates achieved by using different spatial resolutions and/or quantization step sizes for transform coding;

· 
temporal subsampling.

It is therefore important to study whether and under which circumstances view scalability (from 3D to 2D) is a preferred mechanism for rate adaptation over other methods that facilitate rate adaptation.

The performance evaluation therefore includes subjective tests to find out preferences between spatial resolution, frame rate, and quantization noise. The results of the subjective tests give an indication on the lowest accceptable quality and the most suitable rate reduction schemes.

In addition, the performance of mobile 3D video coding is analyzed to answer:

· 
Whether 3D video coding solutions provide better rate adaptation opportunities when compared to 2D video coding in the presented use cases, 

· 
Whether there are performance differences among the 3D video coding solutions when it comes to rate adaptation in the presented use cases.
10
View Scalability for Graceful Degradation
10.1
Use case description

10.1.1
Introduction
Mobile network conditions may change as time and location changes. As experienced by the application in the UE, the changing network conditions may result into varying residual error rate, varying throughput, and/or varying throughput delay that may distort media data delivery. As 3D media data can be sensitive to delivery disturbances such as burst errors in wireless channels, 3D user experience might be severely degraded. View scalability may offer possibilities for graceful degradation when 3D data delivery is affected by network conditions. 

In the following sub-clauses specific use cases where graceful degradation may help are introduced.
10.1.2
Graceful degradation in MBMS when entering bad reception conditions

Unlike a PSS service, an MBMS service cannot adapt to individual receivers needs. That is, users entering difficult reception conditions may experience sudden service interruption instead of soft degradation of e.g. 3D video quality. To keep users satisfied with the mobile 3D experience, graceful degradation of the broadcast service is a desired feature. Such a feature can be applied to a broadcast service by allowing differentiation transmission robustness for different parts of the video stream. The service should allow minimum acceptable quality to the user perception at the service coverage configured by the operator.

10.1.3
Graceful degradation in MTSI
In MTSI, the feedback from the far-end decoder could be used to facilitate real-time 3D video encoding according the prevailing network conditions. It may be possible to use different robustness for different parts of the video stream to improve the subjective quality of the reconstructed video under severe network conditions.
10.1.4
Combined support of heterogeneous devices and graceful degradation

It is expected, that there will be a coexistence of a variety of device capabilities (e.g. 3D devices and 2D devices) within a 3GPP system and each of these devices may be in different reception conditions. Therefore to cope with both of these challenges in an efficient way, a service should be able to support the heterogeneous devices and to provide Graceful Degradation behaviour at the same time. The support for heterogeneous devices is particularly important to be coped in MBMS where there are limited possibilities to adapt the transmitted content to the present receivers and the bitrate resources in the radio link may be scarce. 
10.2
Working assumptions and operation points

If view scalability is discovered to be a reasonable enabler for graceful degradation in the performance evaluation, it shall be possible for the service provider or content creator to explicitly allow or disallow rendering only one view of the content and, if desired, indicate which one of the views is preferred or required for single-view rendering.
[Editor's Note: TBC]

10.3
Performance evaluation

10.3.1
Introduction

3D video coding is studied in the context of the presented use cases to discover if 3D video coding provides better graceful degradation possibilities, such as better robustness for the part of the video bitstream that provides the minimum acceptable quality, when compared to 2D video coding.
The performance of mobile 3D video coding is analyzed to answer:

· 
Whether 3D video coding solutions provide better graceful degradation opportunities when compared to 2D video coding in the presented use cases; 

· 
Whether there are performance differences among the 3D video coding solutions when it comes to graceful degradation in the presented use cases.
11
2D/3D mixed contents service
11.1
Use case description

This use case describes a 2D and 3D mixed contents service. For example, music and drama contents are delivered in 3D and advertisement content is delivered in 2D.
Figure 6 illustrates the use case.
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Figure 6: Use case of 2D/3D mixed contents service
11.2
Working assumptions and operation points

The mobile device is able to render the 2D/3D combined contents. The identification for indicating pure stereoscopic contents and 2D/3D mixed content is available to the rendering device. Sufficient boundary information for identifying 2D and 3D content segments is signaled to the rendering device.








12
Conclusions
. [Editor's Note: TBD]
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