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1. Introduction 

Multimedia content consumes an ever increasing fraction of the Internet traffic. Video streaming is one of the most important applications driving this trend and growing exponentially. Adaptive streaming over HTTP is gradually being adopted, as it can adapt the bitrate to the varying network condition based on measurement implementation of UE.  It is well known that wireless link condition fluctuate significantly due to interference, fading, multi-path effects, and mobility etc. A key research problem of rate adaptation of adaptive streaming over HTTP is to identify network resources change early enough and to probe the spare network capacity. For wireless network with limited resource and easy congestion, users may expect high quality video experience in frequency vary available bandwidth, and Network operators need a more efficient allocation of resources.
When video is transferred from server to client, the data is usually conveyed throughout three nodes; server, proxy and client. After a careful investigation on the needs and requirements of wireless network, HTTP based Streaming and Download (HSD) needs a middle box (HTTP Adaptive Proxy) which is to optimize HTTP Streaming traffic between the Client and the Server to optimize 3GP-DASH architecture. HTTP Adaptive Proxy (HAP) can help Client choose different bitrates and quality levels for different fragments depending on underlying network condition, use the real-time link information included cell load, radio link quality with air interface resource scheduling, to achieve a more refined radio resource management and bitrates switching control as well as improve user service experience and network resource utilization. 

This document is for background information of S4-110XXX_WID.  Section 2 is about evaluation results of Rate-Adaptation Algorithms in Client-driven adaptation system. In Section 2, we describe the use case. Then we discuss Network assistance adaptation system-HSD and core value in Section 4. Sections 5 focus on Data rate adaptation. Based on the analysis, we give a proposal in Section 6.
2.  Evaluation of Rate-Adaptation Algorithms 
Saamer Akhshabi et al. [2] proposed An Experimental Evaluation of Rate-Adaptation Algorithms in Adaptive Streaming over HTTP. The technical analyzes focus on the rate-adaptation mechanisms of adaptive streaming and experimentally evaluate two major commercial players (Smooth Streaming, Netflix) and one open source player (OSMF). Their experiments cover two important operating conditions that we are also very interested in. First, how does an adaptive video player react to either persistent or short-term changes in the underlying network available bandwidth? Can the player quickly converge to the maximum sustainable bit rate? Second, what happens when two adaptive video players compete for available bandwidth in the bottleneck link? Can they share the resources in a stable and fair manner?
HTTP Streaming selection can adapt to the highest sustainable bitrate based on measurement when a UE starts to share particular bw.
The evaluation indicates that when the available bandwidth changes, the players almost react too late (almost 20-25seconds) and for too long (last 40-80 seconds for 2-10 seconds “spikes”). And in competing case, players can not share the resources in a stable and fair manner. In the simulation case, it supposes that two adaptive HTTP streaming players share the same bottleneck. The result of the simulation indicates that the second player stays at the lowest possible bitrate for about150 s after it starts streaming, while the first player uses the remaining avail-bw with the highest sustainable bitrate. The second player estimates the avail-bw to be much lower, and it does not even try to increase its requested bitrate. It should be noted that this unfairness is unrelated to TCP’s well-known unfairness towards connections with large round-trip times (RTT). In this experiment, both connections have the same RTT. 

The existing problems above are required to be resolved by defining the performance optimization of HTTP Streaming.

3.  Use Case
A world cup soccer match video streaming with bitrates including 350000bps，470000 bps，630000 bps，845000 bps and1130000 bps is to be consumed by 50 users in a cell of wireless network using AHS enabled-device watch the match at the same time. 
1) Network capacity and admission control
Considering the case that the 50 users consume the video consistently with high quality in 845000 bps, which is the utmost limit of the cell. There is no resource for more users who want to access the video service in the cell. It is a good choice to decrease bitrate of the 50 users to 470000 bps due to the lack of network capacity. Then more new users can access the network and watch the soccer match. 
Furthermore, it is well known that terminals at the edge of the cell consume more power.  In this case above, if bitrate of the terminals at the edge of the cell are decreased, the improved admission control policy is able to allow more users access to the services. 
2)  Congestion and VIP User
In the case that 10 user is VIP users of a web site (or content provider, service provider, network operator), while the other 40 is common visitor. As in congestion case, the network can identify the congestion signal in advance and notifies the client of common users to decrease bitrates of the following segments to release the load.
4.  HSD
4.1 System Description
HTTP-based Streaming and Download (HSD) enables to provide services to deliver continuous media content over HTTP in a sense that all resources that compose the service are accessible through http-URLs and the HTTP/1.1 protocol as specified in RFC 2616  may be used to deliver the metadata and media data composing the service. Between Adaptive Streaming Server and Adaptive Streaming Client is HAP which is different from DASH. Figure 2.1shows the architecture for services using HTTP-based Streaming and Download (HSD). 
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Figure 2.1: Architecture for HTTP-based Streaming and Download (HSD)
HAP can not only realize functions of standard HTTP Cache, but also it detects network bandwidth condition, assists terminal for adaptation control and provides other services, for instance ads insertion. It offers significant advantages in terms of both user-perceived quality and resource utilization for content and network service providers. Functions of HAP may include, but are not limited to:
· Assist terminal for adaptation control (based on air interface load ,wireless link quality awareness, network operator’s policy and UE profile);

· Insert AD based on network operator’s policy such as precise location\available bandwidth\access time\user’s subscription information; 

· Cache the media contents;

· Others supporting existing DASH functions if adding HAP.
 4.2 Core value discussion
HAP is not only based on the network condition estimation per link (per UE), but also it will achieve the better user experience taking on a whole cell under congestion. Compare with Client, HAP can get more network link quality information including cell load status in real-time. Then channel condition estimated by HAP may be more promptly and correctly, and, is more appropriate for bitrate selection that provides better video quality for user. Furthermore, HAP combines channel condition estimation with network resources scheduling to assist the Clients for dynamic media adaptation which could optimize resources utilization.
On the other hand, terminals at the edge of the cell consume more power, which will reduce the number of new users accessing and the network resources that new users allocated. Network condition estimation by HAP can be used to reduce bitrate of the edge users in conscious initiative, rather than passively waiting for the bandwidth fluctuations, which can improve the efficiency of admission control and bandwidth allocated. 
Furthermore, as in congestion case, the network can identify the congestion signal in advance and notifies the client to decrease bitrates of the following segments.
5.   Data rate adaptation
To overcome the varying network resources of the Internet, rate adaptation is proposed to adapt the transmission rate to the varying network capacity. The network condition estimation and bitrates adaptation control in HSD can be possibly realized by Client (Client-driven adaptation) and HAP (Network condition estimation) in independent or collaboration. Terminals may have particular indications which inform either Client-driven adaptation or Network assistance adaptation is working. It also can support user preferences.
1) Client-driven adaptation

Client-driven adaptation is the existing DASH scheme.
2) Network assistance adaptation
Network assistance adaptation scheme is an optimization for HTTP Streaming traffic based on network condition. In this case，Client is not required to implement network condition estimation and measure function. The only task of Client is to parse the MPD and create a list of accessible segments. In this case the attributes and elements in MPD of 3GP-DASH may have some adjustments. For example, attributes and elements can be restricted in some special condition. Client is guided by the information provided in the MPD. HAP is responsible for network condition estimation and bitrate control. For example，in case beyond network capacity, the proxy selects the lower bit rate segment(s) in local cache in spite of just obeying client’s request.
For this situation, one implementation suggestion is as follows: 
When the content is cached in HTTP Proxy, HTTP Proxy generates Client-MPD from segment information or MPD. Client-MPD withholds necessary attributes and elements like URL information of media segments except for other relevant representation information. Client receives the Client-MPD from HAP and generates a segments list according to Client-MPD. Client requests the media segment through segments list. After receiving the request from Client, HAP responses the segment with appropriate bitrate relies on the network condition estimation. Figure 5.1shows the flow chart mentioned above.
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Figure 5.1: Flow chart in the case of Network assistance adaptation
3) Collaboration adaptation
Collaboration adaptation is the optimization that the Client and HAP can control the adaptation in cooperation. Network assistance adaptation is to be enabled when the function of Client-driven adaptation is closed or the results of network condition estimation indicates that there is about to be congested in the network.
For this situation, an implementation suggestion is as follows: 
HAP sends bitrate-downshift indicators to client in period in the case that it detects the congestion in the network. Client decreases bitrate to a lower level in the next segment requests after receiving the bitrate-downshift indicator until it receive a new indicator from HAP.  Client-driven adaptation works when the client does not receive another bitrate-downshift indicator in a congestion detection period time since receiving the previous congestion indicator. Take a match video whose bitrate is including 350000bps，470000 bps，630000 bps，845000 bps and1130000 bps for example. Figure 5.2 shows the flow chart mentioned above.
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Figure 5.2: Flow chart in the case of congestion
6．Proposal
Base on the analysis, we believe it will be very helpful if a work item be created. We propose to accept S4-110XXX_WID and standardize the interface between the Client and HAP.
7．Reference
[1] 3GPP TS 26.234: "Transparent end-to-end packet switched streaming service (PSS); Protocols and codecs".
[2] An Experimental Evaluation of Rate-Adaptation Algorithms in Adaptive Streaming over HTTP, www.cc.gatech.edu/~sakhshab/Saamer_MMSys11.pdf
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