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1 Introduction
This contribution discusses an ambiguity found in TS 24.229, [1], for the UE handling of SDPs. This may also have consequences for TS 26.114, [2].
2 Example SDP offer
It is well known that an SDP offer may include multiple codecs and even multiple RTP Payload Types for the same codec. A simplified example SDP offer for speech and real-time text is shown below.

Table 1. Example SDP offer, simplified to only include the parts relevant for this discussion
	Example SDP offer

	i=Media stream for audio

m=audio 49152 RTP/AVP 97 98 99 100

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rtpmap:98 AMR-WB/16000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=rtpmap:100 AMR/8000/1

a=fmtp:100 mode-change-capability=2; max-red=220; octet-align=1
i=Media stream for real-time text

m=text 49154 RTP/AVP 110 108

a=rtpmap:110 red/1000/1

a=rtpmap:108 t140/1000/1

a=fmtp:110 108/108/108


This example SDP is used for the remaining discussion.
3 RTP Payload Type and codecs/formats in SDP
In SDP, a=rtpmap is used to connect the RTP payload type number to the so called “encoding name”, [3]. The encoding name identifies both what codec and payload format that should be used.

In this example, the following encoding names are used: “AMR-WB” (RFC4867, [4]), “AMR” (RFC4867, [4]), “t140” (RFC4103, [5]) and “red” (RFC2198, [6]). This also identifies what codec that is used for that RTP payload type number.
With this, it seems like SDP uses the encoding name to refer to the name of the source codec, at least for AMR-WB, AMR and T.140.

However, for persons who have been working with source coding, i.e. speech, audio and video codecs, it is natural to say that “red” is not a source codec but rather a “format”.

This is what causes the ambiguities described below.
4 Ambiguities in TS 24.229
4.1 Requirement in 24.229 clause 6.1.3
TS 24.229 Clause 6.1.3 defines the SDP handling in the terminating UE. Clause 6.1.3 states:

Upon sending a SDP answer to an SDP offer (which included one or more media lines which was offered with several codecs) the terminating UE shall select exactly one codec per payload and indicate only the selected codec for the related media stream.

NOTE 1:
A SDP media line can indicate several different payloads. For example a media line indicating an audio media type can indicate several codecs for the audio stream as well as the MIME subtype "telephone-event" for DTMF payload.
Since the text describes “codec”, it is unclear whether this should be interpreted as source codecs or if this also includes payload formats that do not perform any source coding.
The meaning of “payload” is also unclear. It can either be interpreted as “RTP Payload Type (number)” or “RTP payload format.

4.2 Interpretation 1

The text that causes the ambiguity is “shall select exactly one codec per payload and indicate only the selected codec for the related media stream”. There are two issues with this text:

1. Since this uses the singular form of “the selected codec”, which  indicates that one and only one codec can be included in the SDP answer (for that m= line). 
2. The text says “codec” and not “format” or “payload format”, which indicates that the requirement is about source codecs.

If this is the correct interpretation, then the example SDP answer in Table 2 would be correct.
Table 2. Example SDP offer, simplified to only include the parts relevant for this discussion

	Example SDP answer

	i=Media stream for audio

m=audio 49152 RTP/AVP 97

a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2; max-red=220

i=Media stream for real-time text

m=text 49154 RTP/AVP 108

a=rtpmap:108 t140/1000/1


For audio this does not cause any problems since the most preferable codec is selected.

However, for real-time text, it would be prohibited to include both “t140” and “red” in the SDP answer. However, real-time text is a regulatory requirement in some countries, for emergency calls for those persons that are hearing-impaired, speaking impaired or both. Such calls often contain information that is very sensitive to character errors, for example addresses, address numbers, number of injured persons and phone numbers. Undetected errors in such information could have devastating consequences for emergencies.

The “red” format is therefore used to ensure that nothing gets lost in the transmission, or at least to reduce the likelihood for character errors as much as possible. It should therefore be possible to include both “t140” and “red” in the SDP answer.
4.3 Interpretation 2

If the requirement “UE shall select exactly one codec per payload” is interpreted as “one source codec for each RTP payload type number then the meaning of the requirement becomes quite different. With this, the SDP answer for audio could very well include up to four RTP payload type numbers, two for AMR-WB and two for AMR. The SDP answer for text could also include both “t140” and “red”.
The text “A SDP media line can indicate several different payloads.” in Note 1, however seems to indicate that it is allowed to include multiple codecs in the SDP answer because it allows several payloads. It is hear assumed that “different payloads” refers to “payload type numbers”.
With this interpretation, real-time text would work with the intended resilience.
For this reason, it is assumed that interpretation 2 is more reasonable than interpretation 1. However, it is then unclear what “indicate only the selected codec for the related media stream” really means since the text uses the singular form of codec, which indicates that there can be only one codec in the answer.
4.4 Requirement in 24.229 clause 6.1.2
TS 24.229 clause 6.1.2 defines:

Upon receiving an SDP answer, which includes more than one codec for one or more media streams, the UE shall send an SDP offer at the first possible time, selecting only one codec per media stream.

4.5 Interpretation
Here it is quite clear that the intention is to remove all but one (source) codecs from the media stream. The procedure for real-time text would then be:
1. When setting up a session for real-time text, the originating UE sends a SIP INVITE with an SDP offer including both “t140” and “red”.
2. The terminating UE sends an SDP answer including both “t140” and “red”, either because it follows interpretation 2 in Section 4.3 or because the UE is a non-IMS UE.
3. What happens next depends on whether “red” considred being a source codec or being a format.
a. If “red” is regarded as being a source codec then the originating UE then needs to send a SIP UPDATE with an SDP offer which removes “red” from the session. This gives the same problem as described in Section 4.2 for interpretation 1.
b. Otherwise, if “red” is not regarded as being a source codec then there is no need to send any SIP UPDATE. This should not cause any problems for real-time text.
5 Discussion
One potential problem with allowing multiple codecs in a session is that IMS would need to allocate transcoding resources for every codec in case both UEs do not support the same codec(s). Since source codecs typically have quite high complexity requirements, this may lead to allocating lots of transcoding resources that are not going to be used. It is therefore understandable if one want to reduce the number of source codecs allowed in the session.
However, redundancy formats like “red” perform re-packetization and no real source coding. These formats have complexity requirements that are much lower than the complexity requirements for speech, audio and video codecs. It should therefore not be a big issue to allocate resources for such re-packetization.
6 Conclusion and proposal
Whether the issue identified in this contribution becomes a real problem or not depends on how the implementers interpret the requirements in TS 24.229. It is proposed that SA4 discuss this issue and, if deemed necessary, asks CT1 for clarification.

A draft LS is found in [7].
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