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Foreword
This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
[bookmark: _Toc256009880][bookmark: _Toc269938268]
1	Scope
The present document provides an analysis of the future video capability requirements of streaming and multicast/broadcast services. The purpose of this document is two-fold. On the one hand, it studies the options to upgrade the minimal requirements for video reception and decoding. On the other hand, it studies use cases for support of more advanced UEs. The ultimate target of this study item is to recommend solutions for efficiently providing video support commensurate with UE and user capabilities and needs in PSS and MBMS services.
[bookmark: _Toc256009881][bookmark: _Toc269938269]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TS 26.346: "Multimedia Broadcast/Multicast Services (MBMS); Protocols and Codecs".
[2]	3GPP TS 26.234: "Transparent End-to-End Packet Switched Streaming Service (PSS); Protocols and Codecs".
[3] 	ITU-T Recommendation H.264 (03/09), "Advanced video coding for generic audiovisual services" | ISO/IEC 14496- 10:2009 Information technology—Coding of audiovisual objects— part 10: Advanced Video Coding".
[4] 	T. Schierl, Y. Sanchez de la Fuente, C. Hellge, and T. Wiegand: "Priority-based Transmission Scheduling for Delivery of Scalable Video Coding over Mobile Channels," 3rd European Symposium on Mobile Media Delivery (EUMOB), London, 2009.
[5]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[6] 	3GPP S4-040729:"Adaptive Streaming Testbed using PSS Rel.6 Features".
[7] 	3GPP TR 25.814 V7.1.0, “Technical Specification Group Radio Access Networks; Physical layer aspects for evolved Universal Terrestrial Radio Access (UTRA) (Release 7)”, Sep 2009
[8] 	3GPP RAN1 Tdoc R1-061292, “MBMS throughput performance”, Siemens, RAN1 45th meeting, Shanghai, China, 8-12 May 2006
[9] 	3GPP RAN1 Tdoc R1-061445, “E-MBMS Performance:Data Rates and Coverage”, Texas Instruments, RAN1 45th meeting, Shanghai, China, 8-12 May 2006
[10] 	3GPP RAN1 Tdoc R1-062062, “10MHz E-UTRA Downlink Performance and Numerology”, Motorola, RAN1 46th meeting, Tallinn, Estonia, 28th August-1st September 2006
[11] 	3GPP RAN1 Tdoc R1-063450, “Performance of MBMS with Partial SFN Operation”, QUALCOMM Europe, RAN1 47th meeting, Riga, Latvia, 6-10 November 2006
[12] 	3GPP RAN1 Tdoc R1-070051, “Performance of MBMS Transmission Configurations”, Motorola, RAN1 47th-bis meeting, Sorrento, Italy, 15-19 Jan 2007
[13]	 3GPP RAN1 Tdoc R1-0670819, “E-MBMS Performance Characterization”, QUALCOMM Europe, RAN1 48th meeting, St. Louis, USA, 12-16 February 2007
[14] 	3GPP RAN1 Tdoc R1-071049, “Spectral Efficiency comparison of possible MBMS transmission schemes: Additional Results”, Ericsson, RAN1 48th meeting, St. Louis, USA, 12-16 February 2007
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[bookmark: _Toc256009884][bookmark: _Toc269938272]3.2	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [5] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [5].
AVC	Advanced Video Coding
MBMS	Multimedia Broadcast/Multicast Services
PSS	Packet Switched Streaming Service
SVC	Scalable Video Coding
MVC	Multi-view Video Coding
[bookmark: _Toc256009885][bookmark: _Toc269938273]4	General
[bookmark: _Toc256009886][bookmark: _Toc269938274]4.1	Introduction
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[bookmark: _Toc256009904][bookmark: _Toc269938276]5.1	2D Video Use Cases
[bookmark: _Toc269938277]5.1.1	Adaptive HTTP streaming and caches
This use case considers HTTP-based streaming delivery of video content. Caching of popular content can significantly decrease the average and peak load within a 3GPP backbone. Using HTTP streaming, caching can be performed by standard HTTP caches. 


Figure 1: System Architecture for Adaptive HTTP Streaming [TS 26.234].
In this use case the media coding, especially the video coding (e.g. multi-layered SVC compared to multi bitrate versions of H.264/AVC single layer coding), and its integration into HTTP Streaming framework will be evaluated with respect to improvement in usage of originating server, backbone and caches, and in general its impact on the system, including the impact on encoders and clients. Furthermore the effect of rate adaptation will be evaluated in such scenarios.
Example:
In the following figures, examples are given for content encoded and transmitted with multiple bitrate versions of AVC single layer (Q1, Q2, Q3) as well as a single SVC multi layer stream (Q1, Q2, Q3). 
[image: ]
Figure 2: Example with multi bitrate-versions of single layer video codec (AVC).
[image: ]
Figure 3: Example with multi layer SVC.
[bookmark: _Toc269938278]5.1.2	UE Power Saving and Fast Stream Switching in MBMS
Efficient power usage is an important criterion in providing MBMS TV service. When the TV stream is transmitted continuously, UE should receive data continuously in active mode, as a result, battery power is consumed. Typical method used for UE power saving is scheduling the transmission and sleep period that UE may turn-off radio component during the sleep interval. This requires discontinuous transmission of MBMS streams. However, a trade-off is that user may experience long delay when switching between streams, if the sleep interval is increased. It is required UE should be able to achieve efficient power usage without incurring long switching delay. IVS may be used for providing quick view of low-quality video while the UE is performing stream switching, as a result, it provides better user experience when changing stream, and improves battery life.

[bookmark: _Toc269938279]5.1.3	Graceful Degradation
5.1.3.1	Rate adaptation in PSS when entering bad reception conditions
A mobile TV service may have to cope with varying reception conditions at the UE to avoid service interruptions. A desired behaviour would be to apply by rate adaptation of the video stream to the achievable service bit rate. Since a reduced media rate results in a reduced video play out quality, such a video stream adaptation should be performed in a graceful way. Therefore, the service should allow a fine granular rate adaptation to avoid abrupt quality changes in an efficient way.
5.1.3.2	Graceful Degradation in MBMS services when entering bad reception conditions
In contrary to a PSS service, an MBMS service cannot adapt to individual receivers need. That is, users entering difficult reception conditions may experience sudden service interruption instead of soft degradation of e.g. video quality. To keep users satisfied when switching from PSS services to MBMS, a Graceful Degradation of the broadcast service is a desired feature. Such a feature can be applied to a broadcast service by allowing differentiation transmission robustness for different parts of the video stream.
5.1.3.3	Graceful Degradation in Traffic Congestion
In a situation where multiple service users converge in a cell, available bandwidth of the cell depletes quickly. In such case, service to lately incoming UEs may be refused, or all UEs in the cell may suffer severe quality degradation. The situation can be improved when bandwidth of the streams can be reduced with graceful quality degradation using IVS. The service quality is recovered as congestion state of the cell is relieved.
5.1.3.4	Combined support of heterogeneous devices and Graceful Degradation
It is expected, that there will be a coexistence of a variety of device capabilities within 3GPP system and each of these devices may be in different reception conditions. Therefore to cope with both of these challenges in an efficient way, a service should be able to support the heterogeneous devices and to provide Graceful Degradation behaviour at the same time. 

[bookmark: _Toc256009905][bookmark: _Toc269938280]5.2	Stereoscopic 3D Video Use Cases
[bookmark: _Toc269938281]5.2.1	Stereoscopic 3D Video Delivery
Stereoscopic 3D video content is becoming increasingly available. A steadily growing share of professionally produced content is captured in stereoscopic 3D format. On the other hand, mobile devices with 3D rendering capabilities will gradually enter the market. Since capturing clean stereoscopic 3D video is extremely challenging, it is expected that the main short-term usage of these device capabilities will be for the consumption of professionally produced stereoscopic 3D content. Figure 4 depicts an example setup for the distribution of stereoscopic 3D content. While 3D capable devices will enjoy the stereo video, it should be possible to author so that legacy devices can consume the same content in 2D.


Figure 4. Example Scenario of Distribution of 2D and Stereoscopic 3D Video
Services such as PSS and MBMS provide the right channels for distributing the content to 3D capable mobile devices. The specified delivery options include multicast, RTP streaming, adaptive HTTP streaming and progressive download. 
This use case may be enabled through different video coding solutions such as H.264/MVC [3] and frame-compatible H.264/AVC (with SEI signaling). These solutions will be studied and their performances will be evaluated.
It is in the scope of the study to consider not only coding and backwards-compatibility, but also the suitability of mobile devices in general for viewing 3D content (considering issues such as screen size, viewing distance, and resolution, for example). It is also in scope to consider whether 3D content from other domains could be re-targeted or whether the mobile environment might need custom 3D content preparation. Finally, consideration of whether different mobile devices might need different content (not just, for example, different encodings or resolutions), is in scope.

5.1.2	UE Power Saving and Fast Stream Switching in MBMS
Efficient power usage is an important criterion in providing MBMS TV service. When the TV stream is transmitted continuously, UE should receive data continuously in active mode, as a result, battery power is consumed. Typical method used for UE power saving is scheduling the transmission and sleep period that UE may turn-off radio component during the sleep interval. This requires discontinuous transmission of MBMS streams. However, a trade-off is that user may experience long delay when switching between streams, if the sleep interval is increased. It is required UE should be able to achieve efficient power usage without incurring long switching delay. IVS may be used for providing quick view of low-quality video while the UE is performing stream switching, as a result, it provides better user experience when changing stream, and improves battery life.

5.1.3    Graceful Degradation
5.1.3.1	Rate adaptation in PSS when entering bad reception conditions
A mobile TV service may have to cope with varying reception conditions at the UE to avoid service interruptions. A desired behaviour would be to apply by rate adaptation of the video stream to the achievable service bit rate. Since a reduced media rate results in a reduced video play out quality, such a video stream adaptation should be performed in a graceful way. Therefore, the service should allow a fine granular rate adaptation to avoid abrupt quality changes in an efficient way.
5.1.3.2	Graceful Degradation in MBMS services when entering bad reception conditions
In contrary to a PSS service, an MBMS service cannot adapt to individual receivers need. That is, users entering difficult reception conditions may experience sudden service interruption instead of soft degradation of e.g. video quality. To keep users satisfied when switching from PSS services to MBMS, a Graceful Degradation of the broadcast service is a desired feature. Such a feature can be applied to a broadcast service by allowing differentiation transmission robustness for different parts of the video stream.
5.1.3.3	Graceful Degradation in Traffic Congestion
In a situation where multiple service users converge in a cell, available bandwidth of the cell depletes quickly. In such case, service to lately incoming UEs may be refused, or all UEs in the cell may suffer severe quality degradation. The situation can be improved when bandwidth of the streams can be reduced with graceful quality degradation using IVS. The service quality is recovered as congestion state of the cell is relieved.
5.1.3.4	Combined support of heterogeneous devices and Graceful Degradation
It is expected, that there will be a coexistence of a variety of device capabilities within 3GPP system and each of these devices may be in different reception conditions. Therefore to cope with both of these challenges in an efficient way, a service should be able to support the heterogeneous devices and to provide Graceful Degradation behaviour at the same time. 

[bookmark: _Toc256009936][bookmark: _Toc269938282]6	Evaluation of Solutions
[bookmark: _Toc256009938][bookmark: _Toc269938283]6.1	2D Use Cases
[bookmark: _Toc269938284]6.1.1	Enabling Codecs and Formats
6.1.1.1	Scalable Video Coding
6.1.1.1.1	Introduction
Scalable Video Coding (SVC) [3] has been defined as an extension to the H.264/AVC [3] video coding standard. SVC enhances H.264/AVC with a set of new profiles and encoding tools that may be used to produce scalable bitstreams. SVC supports three different types of scalability: spatial scalability, temporal scalability, and quality scalability. Temporal scalability is realized using the already existing reference picture selection flexibility in H.264/AVC [3] as well as bi-directionally predicted B-pictures. The prediction dependencies of B-pictures are arranged in a hierarchical structure. Furthermore, appropriate rate control is used to adjust the bit budget of each picture to be proportional to its temporal importance in a procedure called quantization parameter cascading. The slightly and gradually reduced picture quality of the hierarchical B-pictures has been shown not to significantly impact the subjective quality and the watching experience, while showing high compression efficiency. Figure 5 shows an example of the realization of temporal scalability using hierarchical B-pictures. The example shows 4 different temporal levels, resulting in one base layer and 3 temporal enhancement layers. This allows the frame rate to be scaled by a factor up to 8 (e.g. from 60Hz to 7.5Hz). This approach has the drawback that it incurs a relatively high decoding delay that is exponentially proportional to the number of temporal layers, since the pictures have to be decoded in a different order than their display order. As the coding gain also diminishes with the increasing number of hierarchy levels, it is not appropriate to generate a high number of temporal layers. An alternative to the above mentioned approach for temporal scalability is the use of low-delay uni-directional prediction structures, hence avoiding the out-of-display-order decoding at the cost of reduced coding efficiency.
[image: ]
[bookmark: _Ref230506635]Figure 5 Temporal Scalability with Hierarchical B-Picture Structure in SVC

Spatial scalability is the most important scalability type in SVC. It enables encoding a video sequence into a video bit stream that contains one or more subset bit streams and where each of these subsets provides a video at a different spatial resolution. The spatially scalable video caters for the needs of different consumer devices with different display capabilities and processing power. Figure 6 depicts an example for a prediction structure for spatial scalability (QCIF to CIF resolution). The spatial scalability layer is enhanced with an additional temporal scalability layer that doubles the frame rate at the CIF resolution. 

[image: ]
[bookmark: _Ref230511469]Figure 6 Example Prediction Structure for Spatial Scalability
SVC defines three different inter-layer prediction modes that are designed to enable the single-loop low complexity decoding at the decoder. In other words, motion compensation is performed only once at the target layer at the decoder. The inter-layer prediction tools are inter-layer INTRA (texture) prediction, inter-layer motion prediction, and inter-layer residual prediction.
Inter-layer INTRA prediction enables texture prediction from the base layer at co-located macro-blocks (after upsampling). It is restricted to INTRA coded macroblocks at the lower layer. The up-sampling of the macroblock texture is performed using well-specified up-sampling filters (a 4-tap filter for Luma samples and bi-linear filter from chroma samples). Inter-layer motion prediction implies prediction of the base layer motion vector from the co-located INTER-coded macro-block (after upsampling) of the lower layer. The prediction involves all components of the motion vector: the macro-block partitioning structures, the reference picture indices, and the x- and y- components representing the motion direction. Finally, the inter-layer residual prediction allows inter-layer prediction from the residual after INTER-prediction at the lower layer. At the decoder side, the residual information of the target layer is built up by summing all correctly up-scaled residuals of the lower dependent layers. 
The third prediction type in SVC is quality scalability. Quality scalability enables the achievement of different operation points, each yielding a different video quality. Coarse Grain Scalability (CGS) is a form of quality scalability that uses the same tools as the spatial scalability, hence operating in the spatial domain. Alternatively, Medium Grain Scalability (MGS) may be used to achieve quality scalability performing the inter-layer prediction at the transform domain. Two techniques are advocated for MGS scalability: splitting number of transform coefficients and encoding difference of transform coefficients quantized using different quantization parameters. MGS significantly reduces the complexity at encoder and decoder. CGS may be seen as a variant of spatial scalability where the spatial scaling factor is set to one. Quality scalability may be used to address different use cases such as rate adaptation or for offering a high quality pay service.
6.1.1.1.2		Solution Configuration
For the purposes of improved video support in 3GPP services, a profile of SVC [3] is selected that allows backwards compatibility to basic terminals. This is inherently provided by SVC by requesting the base layer to be H.264/AVC [3] compatible. Furthermore, it has to be ensured that the base layer also conforms to the minimal requirements for basic services. This results in a requirement to have conformance with the restricted baseline profile of H.264/AVC [3]. By consequence, SVC has to be used according to the Scalable Baseline profile.
Additionally, the level selection for a base layer has to be aligned with the minimal level requirements for 3GPP services. For enhancement layers, the level selection is proposed to be set to level 3, which has the following characteristics:
Table 1 - Limitations of the proposed SVC level 3
	Maximum macroblocks/second
	Maximum Frame Size in MBs
	Maximum Bitrate
	

	40500
	1620
	10 Mbps
	

	Format
	Luma Width
	Luma Height
	Frame Rate

	QCIF
	176
	144
	172

	QVGA
	320
	240
	135

	WQVGA
	400
	240
	108

	CIF
	352
	288
	102.3

	HVGA
	480
	320
	67.5

	nHD
	640
	360
	45

	VGA
	640
	480
	33.8

	525 SD
	720
	480
	30

	625 SD
	720
	576
	25



The Improved Video Support is meant to address the needs of advanced terminals, as such the proposed solution should be optional for service provider and for UE. Appropriate mechanisms to properly announce and setup the session (either including or excluding enhancement layers) are available or should be extended. If UE supports SVC and it detects that the service also provides SVC enhancement layer(s), then the UE is able to consume the service at an improved quality/resolution.




[bookmark: _Toc269938285]6.1.2	 	Solution Integration Approaches
6.1.2.1		 Rate Adaptation for PSS using SVC with priority-based transmission scheduling
This solution integration is related to the use case "Rate adaptation in PSS when entering bad reception conditions" (section 5.1.3.1).
In order to overcome outages and phases with reduced bit rate, a priority-based transmission scheduling (PBTS) algorithm is proposed to be used to pre-buffer larger amounts of more important data for longer playouts than data with less importance for the resulting video playout quality. The adaptation of the transmission scheduling and the media rate is only based on buffer status reports from client to PSS server as depicted in Figure 7.
 [image: ]
[bookmark: _Ref237663295]Figure 7: Transmission scheduling and media rate adaptation based on priority 
based buffer status reports
Typically, the size of a UEs buffer is fixed which is assumed in this scenario. The maximum buffering time is depicted in Figure 8 for a standard buffer with one media quality and a priority based buffer with exemplary two quality levels, either temporal, spatial or quality levels or combination of those. 
 [image: ]
[bookmark: _Ref233175149]Figure 8: Priority (PBTS) buffer using different qualities (Q1 and Q2) vs. standard buffer with one quality (Q), with t+y respectively t being the maximum sustainable outage time
In this example, the maximum buffer time for the standard buffer is t, which is dependent on the bit rate of the video stream (Q). The priority buffer allows to prebuffer a longer time of the lowest quality level (Q1) t+y by reducing the prebuffer time of the higher quality level (Q2) to t-x, where t+y and t-x depend on the bit rate of the quality levels.
To fill up a standard buffer, the PSS server uses a transmission scheduling in decoding order of the video stream. Whereas to fill up a priority based buffer, the PSS server uses a priority based transmission scheduling, where it first fills up the lowest quality level to t+y and after that the higher quality layer to t-x. After that it switches to the standard transmission scheduling in decoding order. 
When the UE enters difficult reception conditions, the available bit rate may no longer be sufficient for the transmission of the highest quality. Having a standard buffer, in such a case users would experience a video outage. In case of having a buffer filled with a priority scheduling algorithm, the high quality data in the buffer runs out earlier than lower qualities. Using SVC, the PSS server would adapt the media stream bit rate to the available service bit rate by dropping quality layers, which still allows to keep the buffer state of the lowest quality level fully filled. Compared to the use of a standard buffer, the highest quality runs out even faster with the priority based approach. Nevertheless, the priority based scheduling allows for keeping the playout alive during longer outages than in the standard case.
Dependent on the buffer reports, the PSS streaming server adapts the media stream bit rate to the quality of the available service bit rate. If the clients’ reception condition allows a higher quality, the transmission scheduling is adapted to allow rebuffering of the priority buffer to the maximum quality of the available service bit rate.
Although PBTS can be based on H.264/AVC temporal scalability (AVC-PBTS) as already proposed in [6], SVC has the handy advantage to allow a bit rate reduction using quality or spatial scalability instead of relying on pure temporal scalability as described in [4].
6.1.2.2 	Unequal error protection with SVC
The presented solution is related to the use cases "Graceful Degradation in MBMS services when entering bad reception conditions" (section 5.1.3.2) and "Combined support of heterogeneous devices and Graceful Degradation" (section 5.1.3.4).
The layered structure of SVC allows for transmission of the video in separate network streams. Thereby, SVC allows services providing different quality steps either by temporal, spatial, quality scalability or combination of those. Using unequal error protection (UEP), such a service can provide different quality levels of different robustness, which allows for Graceful Degradation behaviour in MBMS scenarios. An exemplary UEP scheme is depicted in Figure 5, where the more important layer (Base) has a higher protection than the enhancement layers.
[image: ]
[bookmark: _Ref238619112]Figure 9: UEP (Unequal Error Protection): The more significant packets are protected 
by a higher code rate
In the exemplary scenario in Figure 10, there are two layers, using quality, spatial or temporal scalability or combinations of those, with different robustness. UEs in good reception conditions will receive the highest quality and UEs entering worse reception conditions can still receive the base layer, which results in a drop in quality when entering bad reception conditions.
[image: ]
[bookmark: _Ref238619342]Figure 10: MBMS service with graceful degradation behaviour using unequal error protection with SVC either with temporal, spatial or fidelity scalability or combinations of those
Such a differentiation in robustness of the scalable layers can be applied by a MBMS service at the application layer using different code rates at the application layer forward error correction (AL-FEC).



6.1.2.3	      SVC Layer Aware Bearer Allocation in MBMS

In this section, we assume that multiple MBMS radio bearers of different MCS (Modulation and Coding Scheme) levels (see TS xx.xxx section X-Y) can be allocated to each SVC layer. The high-priority base layer can be transmitted using robust, but low rate MCS channel, while the enhancement layers can be transmitted using high rate MCS channels. The combined effect of allocating multi-level MCS channels for SVC is that UEs in an area of good signal strength may receive all base and enhancement layers, however the UEs in an area of poor signal strength may only receive base layer data. Compared to the case where uniform MCS level is assigned to MBMS bearers, the multi-level MCS allocation for SVC is adaptive to channel condition and provides graceful quality degradation. 
For example, Figure 11 (a) shows typical MBMS bearer allocation, that H.264/AVC [3] single layer stream is allocated to a radio bearer of 16 QAM modulation. Assuming that eNodeB signal power is set to cover 90% of the MBMS service area, UEs may loss data or experience service outage in the rest of 10% area with this MCS allocation.
Figure 11 (b) shows the case of SVC channel allocation where the radio resouce is divided to carry SVC layers in different MCS channels. The base layer is transmitted using robust QPSK modulation, hence the signal can reach almost entire area of MBMS cells. The remaining radio resource is given to enhancement layers, therefore the enhancement layer needs much higher rate channel. In this example, 64 QAM modulation channel is allocated for transmitting enhancement data. Since the coverage of 64QAM signal is smaller (e.g. less than 80%) than QPSK, only the UEs in 80% area may receive high quality video. The quality may degrade in the rest of 20% area, however it will be no worse than the minimum level (i.e. base quality). 

Editor's Note: Further guidelines for bitrate and bearer allocation need to be clarified


[image: 계층전송7]
Figure 11 (a)  Single Level MCS Allocation for H.264/AVC


[image: 계층전송8]
Figure 11 (b)  Multi Level MCS Allocation for SVC Layers
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6.2.1.1	Introduction
There are 2 major ways of formatting the views of a stereoscopic video: spatial compression and temporal interleaving. Other formats such color shifting and 2D+Depth are possible but are either outdated or still subject to research and development. 
Finally, the left and right views may also be encoded as separate views, possibly exploiting redundancies between the two views to enhance the compression efficiency. This technique is standardized by MPEG as part of the H.264/AVC standard.
6.2.1.2	Packing Formats
6.2.1.2.1	Frame Compatible Video
This technique uses spatial compression to pack the two views of the stereoscopic video into a single frame (thus the name frame compatible). This allows the usage of deployed encoding and transport infrastructure and keeping similar bandwidth requirements at the cost of information loss. The two views are first down-sampled and then packed. The down-sampling may be performed horizontally, vertically, or diagonally. The packing may use a side-by-side, top-bottom, interleaved, or checkerboard format. The different alternatives are illustrated in the following figures.


Figure 12 Spatial Packing Formats
6.2.1.2.2	Temporal Interleaving
In temporal interleaving, the video is encoded at double the frame rate of the original video. Each pair of subsequent pictures constitutes a stereo pair (left and right view). The rendering of the time interleaved stereoscopic video is typically performed at the high frame rate, where active (shutter) glasses are used to blend the incorrect view at each eye. This requires accurate synchronization between the glasses and the screen.

Figure 13 Temporal Interleaving
6.2.1.3	Multi-view Video
MVC [3] has recently been standardized for the compression of multiple view video as an addition to the H.264/AVC standard family. In MVC, the views from different cameras are encoded into a single bit-stream that is backwards compatible with single view H.264/AVC. MVC introduces new coding tools to exhibit the spatial redundancy among the different views. 
MVC is able to efficiently compress stereoscopic video in a backwards compatible manner and without compromising the view resolutions. The NAL units from the secondary view are ignored by legacy decoders as the NAL unit type will not be recognized. If the server is aware of the UE capabilities, it can omit sending NAL units from the secondary view to a device that does not support 3D or does not have enough bitrate to deliver both views. 
The following figure depicts a possible prediction chain for a stereoscopic video.



Figure 14 MVC Encoding with Inter-view Prediction
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This Annex A presents guidelines for simulation study on solutions proposed for MBMS (i.e. MBSFN). It is recommended to use the cell layouts, channel models and parameters in any future simulation study in order to produce consistent result and fair comparison between proposed solutions. Note that the packet loss pattern proposed in this Annex A is time uncorrelated model.
The cell layouts frequently found in performance studies in RAN working groups are similar as Figure A1. These layouts are composed of 19 cells of which each cell consists of 3 sectors. Therefore, total number of sectors is 57. 
Figure A1 shows 4 cases of MBSFN sector deployments over 57 sectors. The sectors of MBSFN transmission mode are synchronized in transmission time, frequency band, modulation and channel coding rate. The effect of synchronized MBSFN transmission is increased spectral efficiency. Therefore UEs surrounded by MBSFN cells achieve good signal quality as the size of MBSFN area becomes large. Other surrounding sectors are all interference sectors.
In Figure A1, MBSFN participating sectors are increased from single sector (1/57 case), 7 sectors which is a formation of a centre sector surrounded by a ring of MBSFN cooperating sectors (7/57 case), 19 sectors (19/57 case) and 37 sectors (37/57 case). 
The performance metric measured in this layout is coverage versus BLER. The “coverage” denotes normalized ratio of measured area to the size of entire MBSFN area (i.e. total size of MBSFN sectors). Therefore, 50% coverage in single sector deployment usually means only half area of a sector size. However, 50% coverage in an area consists of 37 MBSFN sectors may encompass the area of 7 sectors. The signal strength degrades gradually from centre of the MBSFN area to the edge because the interference from surrounding cells is increased. Therefore BLER (Block Error Rate) is generally increased as the coverage is increased.  Figures A2 ~ A5 show BLER characteristics of MBSFN channels. It is recommended to use the BLER trace for application level performance test in this TR. 
Editor's Note: the reason why the BLER curves in Figure A2 is not improved when the number of cells (sectors) is increased needs in A5 needs further clarification.
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Figure A1  MBSFN layouts composed of 1, 7, 19, 37 sectors in 57 sector area

Table A1 is the recommended configuration for channel level simulation. These are also generally accepted assumptions in RAN WG1 documents. 
Table A1. Recommended Simulation Configuration
	Parameter
	Value

	Number of Cells
	19 cell wraparound layout (3 sectors each)   

	The number of MBSFN cooperation cells
	1, 7 19, 37

	Interference 
	2 tier interfering cells except MBSFN cells

	Number of users per cell
	10

	Bandwidth
	5 MHz

	Number of Rx Antennas
	2

	Number of Tx Antennas
	1

	TTI
	1 ms

	FFT Size
	512

	Number of guard carriers
	212

	Number of pilot sub-carriers per symbol
	50

	Number of data sub-carriers per symbol
	250

	Number of OFDM symbols per TTI
	12

	Cyclic prefix
	128 (16.6 us)

	BS power
	43 dBm

	MCS
	QPSK 1/6, 1/2 
16QAM 1/2
64QAM 1/2, 4/5

	Channel estimation loss
	1 dB

	Channel Model
	SCM – urban macro 8 degree

	ISD
	500m, 1732m

	Link-to-System Mapping
	Constrained Capacity Effective SNR



Two types of cell density models are considered. The urban macro dense deployment model uses inter-site distance (ISD) 500m, and the sparse model uses ISD = 1732m. The pedestrian mobility speed of UE is limited to 3km/hr.
There are 4 combinations of channel modulation and coding schemes (MCS) tested to generate the BLER trace. Table A2 summarizes the MCS settings, information data rates (i.e. channel throughput) available to application layer and physical block size. Note that a physical block in LTE channel corresponds to subframe of 1 msec. Therefore the size of block may range from 125 bytes/block to 1125 bytes/block respectively to each MCS level. If a block contains corrupted bit, the block is counted as error.
Only the downlink performance is measured and uplink feedback channel is not defined in this broadcast channel model.
	MCS
	Modulation
	Code Rate
	Data rate
(Mbps in 5 MHz)
	Block Size
(Bytes/BLK)

	1
	QPSK
	1/6
	1.0
	125

	2
	QPSK
	1/2
	3.0
	375

	3
	16QAM
	1/2
	6.0
	750

	4
	64QAM
	1/2
	9.0
	1125








Table A2  MCS levels, data rates and physical block size

Figure A2 ~ A5 shows the BLER curves of the 4 MCS channels in various cell layouts. Figure A2 is the BLER curves in single MBSFN sector (ISD=500m). The graph shows that almost 90% of the single sector area can be guaranteed less than 10% of BLER, if MCS-1 channel of 1Mbps throughput (i.e. QPSK and 1/6 rate coding) is used for application. If one wants to increase the channel throughput to 3Mbps (i.e. QPSK and 1/2 rate coding), the coverage drops to 60%. The highest throughput channel of 9Mbps (i.e. 64QAM and 1/2 rate coding) may only cover 10% area if BLER is less than 10%. 
Table A3 ~ A10  show detail of BLER values in various cell layouts. It is recommended to use the coverage v.s. BLER tables as bases for any application level performance test related to MBMS solutions.

[image: C:\Documents and Settings\chani\바탕 화면\ETRI2차년도\MBSFN\SimulGraph\sim6.jpg]
Figure A2. BLER in Single Sector (ISD=500m)

[image: C:\Documents and Settings\chani\바탕 화면\ETRI2차년도\MBSFN\SimulGraph\sim7.jpg]
Figure A3. BLER in 7 Sector (ISD=500m)
[image: C:\Documents and Settings\chani\바탕 화면\ETRI2차년도\MBSFN\SimulGraph\sim8.jpg]
Figure A4. BLER in 19 Sector (ISD=500m)

[image: C:\Documents and Settings\chani\바탕 화면\ETRI2차년도\MBSFN\SimulGraph\sim9.jpg]
Figure A5. BLER in 37 Sector (ISD=500m)



Table  A3      BLER in  ISD: 500m, 1cell
	  
	10%
	30%
	50%
	70%
	90%
	95%

	MCS-1
	0
	0
	0
	0
	0
	0.004650000

	MCS-2
	0
	0
	0
	0.01015000
	0.2416500
	0.4936500

	MCS-3
	0
	0
	0.04950000
	0.5210000
	0.9745000
	0.9990429

	MCS-4
	0
	0.1019000
	0.7705000
	0.9975000
	0.9995340
	0.9996170



Table  A4      BLER in  ISD: 500m, 7cell
	  
	10%
	30%
	50%
	70%
	90%
	95%

	MCS-1
	0
	0
	0
	0
	0
	0

	MCS-2
	0
	0
	0
	0
	0.01623333
	0.05620000

	MCS-3
	0
	0
	0
	0.02340000
	0.5874000
	0.8017000

	MCS-4
	0
	0
	0.1082500
	0.7276500
	0.9989000
	0.9994627



Table  A5      BLER in  ISD: 500m, 19cell
	  
	10%
	30%
	50%
	70%
	90%
	95%

	MCS-1
	0
	0
	0
	0
	0
	0.0003500000

	MCS-2
	0
	0
	0
	0
	0.009100000
	0.2355000

	MCS-3
	0
	0
	0
	0
	0.4535000
	0.9506000

	MCS-4
	0
	0
	0.001976923
	0.1961500
	0.9930000
	0.9994497



Table  A6      BLER in  ISD: 500m, 37cell
	  
	10%
	30%
	50%
	70%
	90%
	95%

	MCS-1
	0
	0
	0
	0
	0.09190000
	0.6341000

	MCS-2
	0
	0
	0
	0
	0.8733667
	0.9985000

	MCS-3
	0
	0
	0
	0
	0.9991676
	0.9994916

	MCS-4
	0
	0
	0
	0.1364000
	0.9994016
	0.9995508



Table  A7      BLER in  ISD: 1732m, 1cell
	  
	10%
	30%
	50%
	70%
	90%
	95%

	MCS-1
	0
	0
	0
	0
	0
	0.006500000

	MCS-2
	0
	0
	0
	0.01010000
	0.2859000
	0.5507000

	MCS-3
	0
	0
	0.04990000
	0.5248000
	0.9828666
	0.9993154

	MCS-4
	0
	0.09440000
	0.7733500
	0.9977750
	0.9995354
	0.9996177





Table  A8      BLER in  ISD: 1732m, 7cell
	  
	10%
	30%
	50%
	70%
	90%
	95%

	MCS-1
	0
	0
	0
	0
	0
	0

	MCS-2
	0
	0
	0
	0
	0.02320000
	0.08005000

	MCS-3
	0
	0
	0
	0.02110000
	0.6607667
	0.9001000

	MCS-4
	0
	0
	0.1115500
	0.7173000
	0.9993364
	0.9995182



Table  A9      BLER in  ISD: 1732m, 19cell
	  
	10%
	30%
	50%
	70%
	90%
	95%

	MCS-1
	0
	0
	0
	0
	0
	0.003800000

	MCS-2
	0
	0
	0
	0
	0.01035000
	0.3634000

	MCS-3
	0
	0
	0
	0
	0.5095667
	0.9788500

	MCS-4
	0
	0
	0.005075000
	0.2707000
	0.9974250
	0.9994778



Table  A10      BLER in  ISD: 1732m, 37cell
	  
	10%
	30%
	50%
	70%
	90%
	95%

	MCS-1
	0
	0
	0
	0
	0.09140000
	0.5605500

	MCS-2
	0
	0
	0
	0
	0.8182000
	0.9982143

	MCS-3
	0
	0
	0
	0
	0.9987857
	0.9994785

	MCS-4
	0
	0
	0
	0.2500000
	0.9994052
	0.9995526





[bookmark: _Toc256009949][bookmark: _Toc269938292]Annex B:
	Change history

	Change history

	Date
	TSG #
	TSG Doc.
	CR
	Rev
	Subject/Comment
	Old
	New

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	




3GPP
oleObject1.bin
[image: image1.jpg]K oy







image3.emf
HTTP 

Streaming 

Server

HTTP

Streaming 

Client

1: 

HTTP 

Streaming

HTTP Cache

Content 

Preparation


oleObject2.bin
HTTP Streaming Server


HTTP
Streaming Client


HTTP Cache








Content Preparation


1: 
HTTP Streaming



image4.emf
Content 

Preparation

(AVC)

HTTP Cache

AVC

AVC

Q1

Q2 Q3

HTTP 

Streaming 

Server

H

T

T

P

 

C

l

i

e

n

t

H

T

T

P

 

C

l

i

e

n

t

AVC

H

T

T

P

 

C

l

i

e

n

t

B

a

c

k

b

o

n

e


image5.emf
Content 

Preparation

(SVC)

HTTP Cache

AVC

SVC

Q1 Q2 Q3

HTTP 

Streaming 

Server

SVC

H

T

T

P

 

C

l

i

e

n

t

H

T

T

P

 

C

l

i

e

n

t

H

T

T

P

 

C

l

i

e

n

t

B

a

c

k

b

o

n

e


image6.emf
Video 

encoder

Contents

server

LTE/3G

network

2D

QVGA

2D

VGA

3D

QVGA

3D

VGA

Right

Left

Low 

quality

High 

quality


oleObject3.bin
Right


Left


Low quality


High 
quality


Video encoder


Contents
server


LTE/3G
network


2D
QVGA


2D
VGA


3D
QVGA


3D
VGA



image7.emf
I0 P0 P0

B1 B1

B2 B2 B2 B2

B3 B3 B3 B3 B3 B3 B3 B3

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16


image8.wmf
GOP border

GOP border

key pictures

key pictures

QCIF

CIF

inter

-

layer

prediction

motion

-

compensated prediction


image9.emf
3GPP Network

Media stream

Media stream

Feedback

Buffer, NACKs

Feedback

Buffer, NACKs

Q1

Q2

UE

PSS Streaming Server

Priority Based Buffer

Transmission 

scheduling and media 

rate adaptation based 

on buffer status 

reports

Send buffer status 

reports


image10.emf
Q1

Q2

S

t

a

n

d

a

r

d

 

b

u

f

f

e

r

t t-x t+y

P

r

i

o

r

i

t

y

 

b

a

s

e

d

 

b

u

f

f

e

r

Buffer time

Q

0


image11.png
Panty packets

ws [ O O AR e





image12.emf
High quality

Low quality (base layer)

High quality (base layer + enh. layer)

Reception quality

Good Bad

Base layer

Enhancement 

layer

Robustness

Q

u

a

l

i

t

y


image13.jpeg
AVC Single Layer
(16QAM)

90% High Quality 10% Outage





image14.jpeg
100% Area

W/\N\/\/ Enhancement Layer (64QAM)

NN\, Base Layer (QPSK)
80% High Quality

20%
Low Quality





image15.emf
L R L R L R L R

R L R L R L R L

L R L R L R L R

R L R L R L R L

L R L R L R L R

R L R L R L R L

L R L R L R L R

R L R L R L R L

e) checker board

L R L R L R L R

L R L R L R L

L R L R L R L R

L R L R L R L

L R L R L R L R

L R L R L R L

L R L R L R L R

L R L R L R L

R

R

R

R

c) side-by-side

L

R

L

R

L

R

L

R

R

L

R

L

R

L

R

L

L

R

L

R

L

R

L

R

R

L

R

L

R

L

R

L

L

R

L

R

L

R

L

R

R

L

R

L

R

L

R

L

L

R

L

R

L

R

L

R

R

L

R

L

R

L

R

L

d) top-bottom

L

R

L

R

L

R

L

R

R

L

R

L

R

L

R

L

L

R

L

R

L

R

L

R

R

L

R

L

R

L

R

L

L

R

L

R

L

R

L

R

R

L

R

L

R

L

R

L

L

R

L

R

L

R

L

R

R

L

R

L

R

L

R

L

b) horizontal interleaving

L R L R L R L R

L R L R L R L

L R L R L R L R

L R L R L R L

L R L R L R L R

L R L R L R L

L R L R L R L R

L R L R L R L

R

R

R

R

a) vertical interleaving 


oleObject4.bin
a) vertical interleaving 


b) horizontal interleaving


c) side-by-side


d) top-bottom


e) checker board



image16.jpeg
MPEG.4 AVC

H.264




image17.emf
MVC

R

L

R

L

R

L

R

L

Encoded Right View

Encoded Left View


oleObject5.bin
MVC


R


L


R


L


R


L


R


L


Encoded Right View


Encoded Left View



image18.jpeg




image19.jpeg




image20.jpeg




image21.jpeg
)
Qodb
mmmmww.«.
lonoOQ.
s 25

- 0% 3
JQoOb

Jﬂ.





image22.jpeg
3 Simulation resuls, Urban macro 8 degree
1 : - —
—— 15D 5001 Cell,1Mbps -
———1SD 50,1 Cell Mbps
1SD 50,1 Cell BMbps o
—+—+1SD 5001 Cell Mbps
s
10} .
4
i
7
e, ;
R .
E 7
i
i
y
'
]
)
T
: i
: 1
T
i
H
10 L L
0 02 03 04 05 06

Coverage





image23.jpeg
10

10

10

10

Sirmulation results, Urban macto 8 degree

—— 15D 500,7 Call, 1Mbps.
—==ISD500,7 Cell 3Mbps

1SD 5007 Cell 6Mbps
——+-1SD 500,7 Cell IMbps

=

04

05

06

07

Coverage

08

09





image24.jpeg
BLER

10

10

10

10
0

Sirmulation results, Urban macto 8 degree

T

——— 15D 500,18 Call, TMbps.
15D 500,19 Cell 3Mbps
15D 500,19 Cell 6Mbps
— = -ISD 500,19 Cell SMbps

05

06 07 08 03 1
Coverage




image25.jpeg
BLER

Sirmulation results, Urban macto 8 degree

T

T
—— 15D 500,37 Call, TMbps.
15D 500,37 Cell 3Mbps
1SD 500,37 Cell 6Mbps
—+=+-1SD 500,37 Cell IMbps

09

I
085 09

075
Coverage

08

055 06 065 07




image1.jpeg




image2.emf
 


