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1. Introduction
Stereoscopic video is generated by two adjacent cameras similarly to human eyes. Two video streams are generated from two cameras at the same time. This contribution describes how to store the two stream, how to compress them, and how to send them over 3GPP channels. This section is followed by Section 2 which describes various ways of stereoscopic 3D video formats and corresponding video codecs. Adaptive delivery method for stereoscopic 3D video also is taken into consideration. Section 3 concludes this contribution and proposes to include some sentences related to this contribution to the current TR.  
2. Video formats and codecs for stereoscopic 3D video
The most tangible way to introduce stereoscopic 3D in the current market is convert two streams of stereoscopic 3D video into one normal 2D video stream. Then, normal video codec such as MPEG-2 or MPEG-4/AVC H.264 can be used for encoding and decoding. It is, however, also possible to encode/decode two streams by using special video codecs such as MPEG-4/SVC(Scalable Video Coding) or MPEG-4/MVC(Multiview Video Coding). If redundancy between two streams is removed, coding efficient will be better.

2.1  Conversion to one normal 2D video stream
This method is very attractive because normal video codec can be used without any change. There are several ways for the conversion. All the methods are explained in ISO/IEC IS 23000-11 [1].

2.1.1 Side by side
One of the most widely used stereoscopic composition types is side-by-side type. Two respective left view and right view images are horizontally 2:1 decimated(sub-sampled) and put together into one composition image as shown in the Figure 1. It can be encoded/decoded in conventional bitrates although there is a quality loss due to the decimation. In 2007, the first 3D display system on mobile phone supports this method. This method also can be modified to ‘top-and-bottom’ with vertical 2:1 decimation.
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Figure 1. Side-by-side type stereoscopic sequence    

2.1.2 Vertical/horizontal interlacing
After horizontal(or vertical) decimation, left and right decimated images can be composed vertical(or horizontal) line by line as shown in Figure 2. Then, it results in interlaced video, which can be encoded/decoded by normal video codec with selecting interlaced video coding option. 
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Figure 2. Horizontal interlacing stereoscopic sequence   

Especially, vertical interlacing is popular in the TV format in which top field and bottom field correspond to two temporally adjacent frames while they correspond to left and right images in this contribution.

2.1.3 Frame sequential type 
If images are arranged left and right images one by one sequentially, two streams of stereoscopic 3D video into one normal 2D video stream as shown in Figure 3 without losing any resolution. For example, two 30Hz streams can be arranged to be one 30Hz stream. Currently deployed TV display devices can display up to 120Hz video. This format is suitable for a 3D display methods which display left and right images of full resolution sequentially. 
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Figure 3. Frame sequential type stereoscopic sequence[1]    

2.2  Encoding two video streams by one video codec
Two video streams taken by two adjacent cameras are much similar. Such redundancy can be removed if the specially standardized codecs such as SVC and MVC are used to compress two streams at the same time without losing any resolution. One video stream is encoded first and the other video stream is encoded by referencing the encoded stream. Then, the latter cannot be decoded without the former.  
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Figure 4. Encoding by using SVC or MVC
This method is recommended when environments are heterogeneous as shown in Figure 5 in terms of devices and network capacity. In this case, encoded bit stream in composed of two bitstreams of different priority. If a device cannot display 3D video, only one stream (the encoded left in Figure 4) is delivered. Also, this method is adaptive to time varying available bitrate, as delivering only one bitstream or both accordingly. 
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Figure 5. Heterogeneous environment of stereoscopic 3D video (in TR)

3. Conclusion

It is proposed to include Section 2 in TR.
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