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1 - Introduction
In release 9, 3GPP SA4 defined a solution for HTTP adaptive streaming. Most of the work consisted in defining the Media Presentation Description semantic and syntax. Informative client behaviour was also specified.

In the permanent document listing use-cases and requirements for release 10 IMS based PSS and MBMS, it was agreed to integrate remaining PSS & MBMS user services improvements and features, including HTTP adaptive streaming.
The following requirements were integrated in the permanent document:
· It shall support adaptive HTTP streaming for content delivery.

· It shall be possible to use the full functionality of adaptive HTTP streaming as it stands today without the use of IMS. 
· It shall be possible to apply mechanisms of IMS (e.g. QoS, authorization, access control, charging etc) to IMS initiated adaptive HTTP streaming.
· All defined media formats and codecs for Rel-10 PSS and MBMS user services shall be supported. 
This document discusses the architecture and procedures to be used for IMS based HTTP adaptive streaming.

A way to link service information with network aspects is to use the policy control architecture defined in 3GPP. This document also discusses policy control for HTTP adaptive streaming services. It raises open issues on how the policy control architecture defined in 3GPP could be used for HTTP-based streaming delivery.
2 - Architecture for IMS based HTTP adaptive streaming
The following architecture is described in 3GPP TS 26.237. Entities involved in IMS based HTTP progressive download are shown in red.
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We propose to re-use this architecture for IMS based HTTP adaptive streaming.
3 - Procedures for IMS based HTTP adaptive streaming

The following call-flow is a first draft proposal to initiate the IMS based HTTP adaptive streaming procedure, based on the architecture defined above.
First proposal

In this proposal the MPD is retrieved during SIP session set-up. It is transmitted to the UE and to the PCC architecture during the SIP session set-up.
The advantage of this first proposal is that policy control procedures are integrated with the SIP session initialization. A drawback is that 2 bodies are integrated in SIP 200 OK responses (SDP and XML).
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Figure 33: IMS based session set-up for HTTP adaptive streaming

1. The UE initiates the streaming session by sending SIP INVITE to the IM CN subsystem, including SDP offer, and requests the MPD.
2. The IM CN subsystem forwards the SIP INVITE message to the SCF.

3. The SCF verifies the user rights for the requested content, selects a HTTP/SIP adapter, and forwards the SIP INVITE message to the HTTP/SIP adapter.

4. The HTTP/SIP adapter selects a HTTP Server, and sends an HTTP POST message to the HTTP server, including the IP address of the UE.  The HTTP/SIP adapter sends an HTTP GET to request the MPD.
5. The HTTP server answers to the HTTP/SIP adapter with a HTTP 200 OK response including the MPD.

6. The HTTP/SIP sends the SIP 200 OK answer to the SCF, including the MPD and the SDP answer.
7. The SCF forward the SIP 200 OK to the IM CN subsystem.

8. The IM CN subsystem forwards initiates policy control procedures (see next section) and forwards the SIP 200 OK to the UE.

9. The UE sends HTTP GET requests thanks to the information obtained from the MPD.
10. The HTTP server delivers the content file in the HTTP responses to the UE.
Second proposal

In this second proposal the UE retrieves the MPD by sending an HTTP Get request to the HTTP server, on IP address/port negotiated during previous SIP session initialization.
Then SIP session modification is performed, to allow performing policy control procedures based on the information contained in the MPD.
An advantage of this second proposal is that there only body (SPD) during SIP session intialization. A drawback is the start-up may be long since an additional SIP session modification procedure need to be performed for policy control issues.
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Figure 33: IMS based session set-up for HTTP adaptive streaming
1. The UE initiates the streaming session by sending SIP INVITE to the IM CN subsystem, including SDP offer.

2. The IM CN subsystem forwards the SIP INVITE message to the SCF.

3. The SCF verifies the user rights for the requested content, selects a HTTP/SIP adapter, and forwards the SIP INVITE message to the HTTP/SIP adapter.

4. The HTTP/SIP adapter selects a HTTP Server, and sends an HTTP POST message to the HTTP server, including the IP address of the UE. 

5. The HTTP server answers to the HTTP/SIP adapter with an HTTP 200 OK response.
6. The HTTP/SIP sends the SIP 200 OK answer to the SCF, including the SDP answer.
7. The SCF forward the SIP 200 OK to the IM CN subsystem.
8. The UE sends an HTTP Get message to request the MPD.

9. The HTTP server answers with HTTP 200 OK answer, including the MPD.
10. The SIP session modification procedure is performed in order to update the SDP based on the information contained in the MPD, so that the IM CN subsystem (i.e. the P-CSCF) performs policy control procedure with the PCRF. This procedure is described in 26.237, 8.2.5.1, PSS streaming session modification.
Note: further study is needed to see if PSS streaming session modification already defined in 26.237 suits well. In particular the UE needs to form the SDP offer using the information obtained from the MPD, to allow policy control procedures to be performed based on the information of the MPD. 
11. The UE sends HTTP GET requests thanks to the information obtained from the MPD.
12. The HTTP server delivers the content file in the HTTP responses to the UE.
4 - Policy control for HTTP adaptive streaming

A way to link service information with network aspects is to use the policy control architecture defined in 3GPP.

This section discusses policy control for HTTP adaptive streaming services. It raises open issues on how the policy control architecture defined in 3GPP could be used for HTTP-based streaming delivery.

4.1 Architecture for policy control
3GPP TS 23.203 defines the overall PCC (Policy Control and Charging) logical architecture.
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The PCRF retrieves the "service information" throught the Rx interface from the AF (Application Function).

4.2 Policy control for non-IMS-based HTTP adaptive streaming

For HTTP adaptive streaming the information in the Media Presentation Description is an XML schema.
Architecture
First possibility:
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The PCRF retrieves the Media Presentation Description in XML, and maps this information in Diameter requests on the Gx interface to the PCEF embedded in the gateway (GGSN for 3G, PDN GW for 4G).

Drawback: impact on the PCRF. Currently the Rx interface is based on Diameter, so there should be another (not currently standardized) interface between the HTTP server and the PCRF to send the xml schema. The PCRF needs to support this interface, and also needs to parse the information contained in the MPD into Diameter AVP.
Second possibility:
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The HTTP server plays the role of an Application Function (AF) from the PCRF point-of-view, and so has an Rx interface (Diameter) with the PCRF. The HTTP server itself put the information contained in the XML schema into Diameter commands on the Rx interface, to the PCRF.

Drawback: impacts on the HTTP server. The HTTP server needs to parse the information contained in the MPD into Diameter AVPs.
Third possibility:
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A mediation entity is introduced between the AF (HTTP streaming server) and the PCRF, and puts the information received in the XML schema from the HTTP server into Diameter commands to the PCRF. The advantage of this solution is to avoid any impact on the HTTP server and also on the PCRF.
Advantage: no impact on HTTP server, no impact on PCRF (the PCRF only needs to support standard Rx and Gx interfaces).

Drawback: complexity of the architecture, due to the introduction of the new mediation entity.
Call-flow
The following proposed call-flow is based on the second architecture proposal.
Hypothesis: the HTTP server delivering the MPD also delivers the content.
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1. The UE sends the HTTP GET request to retrieve the MPD.

2. The HTTP server put the XML information of the MPD into Diameter commands and sends it to the PCRF on the Rx interface. The information contains, among other parameters, the IP address and port of the HTTP server, the bitrate of the different representations.

Note: if the HTTP server delivering the MPD is not the server delivering the content, the HTTP server of the MPD should transmit IP address/port corresponding to the HTTP server delivering the content.

3. The PCRF answers to the HTTP server.
4. The PCRF sends through Gx interface the Diameter request for the PCEF to enforce the policy.s
5. The PCEF answers to the PCRF.

6. The bearer is activated on the mobile network, whose characteristics are compliant with the service requirements. The operator policy is enforced thanks to the PCEF in the gateway (GGSN for 3GP network). 
Note: for example the operator can use the GBR (Guaranteed Bit Rate) for the representation requiring the minimum bandwidth in the mobile network, the MBR (Maximum Bit Rate) for the representation of the highest bit rate (this is just an indication; it may be much more complex).
4.3 Policy control for IMS-based HTTP adaptive streaming
Like for the non-IMS case, several possibilities exist to realize procedures for IMS-based HTTP adaptive streaming, depending on where the information from the MPD is mapped into Diameter AVPs.
First possibility

At the HTTP/SIP adapter level, the HTTP/SIP adapter parses the XML schema (MPD) and puts the needed information in the SDP answer. Then the HTTP/SIP adapter sends the SIP 200 OK to the SCF, including both the SDP answer and the MPD.

The SCF forwards the SIP 200 OK message to the IM CN subsystem.

The P-CSCF puts the information contained in the SDP answer into Diameter commands and sends to the PCRF, on the Rx (standard) interface.

Advantage: no need to upgrade the P-CSCF function.

Drawback: it might be heavy to have 2 bodies (SDP and XML) in the messages on the IM CN Subsystem. Further study is needed to see whereas all the information contained in the MPD can be put in the SDP and sent to the P-CSCF.
Second possibility
At the HTTP/SIP adapter level, the HTTP/SIP adapter just sends both the SDP answer and XML schema (MPD) to the SCF. This message goes until the P-CSCF. The P-CSCF uses the XML schema to generate the appropriate Diameter commands to send to the PCRF.

Drawback: high impact on the P-CSCF. The P-CSCF needs to use the information of the XML (MPD) to generate appropriate AVPs on the Rx interface.
Third possibility
At the HTTP/SIP adapter level, the HTTP/SIP adapter just sends both the SDP answer and XML schema (MPD) to the SCF. This message goes until the P-CSCF. The P-CSCF sends the XML schema to the PCRF.

Drawback: the Rx interface from the P-CSCF to the PCRF currently uses the Diameter protocol. This interface is not based on XML; we may need to think about the interest to define an XML-based generic interface (instead of an interface specific to the MPD). 
The following figure is an indicative high-level call flow for IMS based HTTP adaptive streaming with policy control procedures, based on the architecture proposed in this document and in 26.237. It is applicable for the above possibilities n°1 and n°2. 
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