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1 Introduction
The WI on rate adaptation for Release 10 was started at SA#45, [1]. SA2 has finalized their work on TR 23.860, [2], [3].

This contribution first briefly discusses how TS 26.114 should be updated in order to implement the new features outlined in TR 23.860. The impact of MBR>GBR bearers on MTSI is then discussed in further detail.
2 TR 23.860 and impact on TS 26.114

An analysis of TR 23.860 and the corresponding CRs to TS 23.203 and TS 23.401, [6], has been performed in order to find the impact on TS 26.114.
TR 23.860 recommends that ECN should be used for voice in UTRA/HSPA and has not identified any aspects that need further specification than what is already defined in TS 26.114 for ECN for voice in LTE. It is therefore proposed to use the exact same configuration for ECN for voice in UTRA/HSPA as TS 26.114 uses for LTE.

TR 23.860 also recommends that ECN should be used also for video rate adaptation in TS 26.114. It however leaves it to SA4 to decide on the details. It is the opinion of this contributor that most requirements for ECN for voice should be reusable also for video. This applies, for example, to: SDP negotiation procedures; ECN usage for RTP media; and RTCP feedback. The adaptation signaling for video rate adaptation is, of course, different but it should be possible to reuse the same signaling mechanisms, i.e. TMMBR, that is already used for other adaptation triggers.
The configuration parameters for video rate adaptation, to be used with OMA-DM, will of course be somewhat different from the corresponding parameters voice. The discussion on these parameters started already at SA4#58, [5]. This contribution can be used to derive further parameters.
TR 23.860 also defines that bearers with MBR greater than GBR can be used. MBR>GBR bearers are introduced in TR 23.203 and 23.401 with the CRs in [6]. In TS 23.860, it is suggested that ECN is used for such bearers to inform the client about the congestion prior to enforcing the GBR. However, it is not mandatory to use ECN. This contribution therefore discusses in more detail how to use such bearers in MTSI.
3 MBR>GBR bearers in general
TS 23.203 defines, [4]:

“Services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and 98 percent of the packets shall not experience a delay exceeding the QCI's PDB. Exceptions (e.g. transient link outages) can always occur in a radio access system which may then lead to congestion related packet drops even for services using a GBR QCI and sending at a rate smaller than or equal to GBR. Packets that have not been dropped due to congestion may still be subject to non congestion related packet losses (see PELR below).”

When using MBR>GBR bearers, the following applies:
· When sending at a rate higher than GBR:

· The (e)NodeB may discard or delay any amount of packets (exceeding GBR) because of congestion or other reasons.
· If ECN is used then the (e)NodeB will first mark packets with ECN-CE before packets are discarded or delayed. A grace period has recently been defined, [6], for which the (e)NodeB should not discard any packets, see also Section 4.
· When sending at a rate below or equal to GBR:

· The (e)NodeB will not discard any packets because of congestion. Packets may still be discarded for other reasons than congestion, for example bad radio conditions.
· Up to 2% of the packets may exceed the Packet Delay Budget (PDB).
The handling of bit rates exceeding GBR is not specified and different vendors will probably implement different solutions. Some vendors (or operators) might choose to enforce GBR, by discarding all packets exceeding this bit rate. Other vendors (or operators) may choose a more graceful approach and gradually increase the amount of discarded packets and/or mark packets with ECN-CE for a longer time. A third vendor may choose to delay packets for a while before packets are discarded. In any case, if the client does not back-off sufficiently then it is likely that the media or the entire session will be terminated.
In any case, it is important that the client handles the different scenarios that may occur. Since it is not mandatory to use ECN for these bearers, it is important that the adaptation scheme uses also other triggers, for example PLR, as a fall-back mechanism in case ECN would not be used by the (e)NodeB.
4 Outline for rate adaptation for MBR>GBR bearers
It is assumed that operators will configure the bearer allocation in the PCRF. It is further assumed that the operator will also configure the rate adaptation in the client. There is no verification that these configurations are compatible but it is assumed that the operator ensures that these configurations are aligned.
For the client configuration, the operator should typically set the boundaries, i.e. the upper limit and the lower limit, for the rate adaptation based on the MBR and GBR that are used for the bearers. These parameters are the boundaries that the network imposes on the client. The MBR is a hard upper limit, which shall never be exceeded. The GBR is a “soft” lower limit, which the network will always allow. The client may still find it useful to sometime adapt to the codec rate below the GBR, for example to handle bad channel conditions. For MTSI, MBR and GBR should be mapped to max_rate and ECN_min_rate respectively.
The mapping between from MBR and GBR to max_rate and ECN_min_rate respectively will require some translation since MBR and GBR includes IP/UDP/RTP overhead as well as RTCP while max_rate and ECN_min_rate is the rate of the source codec.

The reason for using the ECN_ prefix for ECN_min_rate but not for max_rate is because max_rate applies to all adaptation triggers while ECN_min_rate is only related to congestion, which is indicated by the (e)NodeB with ECN. Other adaptation triggers may very well use other minimum rates. An example rate adaptation scheme that uses max_rate and ECN_min_rate is shown in Figure 1.

SA2 has introduced a “grace period” in TS 23.401, [6]. This defines a time period, after the (e)NodeB starts marking IP packets with ECN-CE, for which the (e)NodeB should not discard any packets. The intention with the grace period is to give the clients some time to adapt the rate before the (e)NodeB starts discarding packets. The grace period is shown in Figure 1. After the grace period, the (e)NodeB may discard or delay packets depending on the implementation.
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Figure 1.
Example of rate adaptation for MBR>GBR bearers
If the client reduces the rate within the grace period (blue dashed line) then there should be no need for the (e)NodeB to discard any packets. However, if the client does not reduce the rate too little and/or too late, then there is a risk that the (e)NodeB will discard some or many packets.

The default grace period is specified as 500 ms, which should be sufficient for all real-time media in MTSI. However, this is only the minimum value and different vendors may choose to what to implement. Therefore, it is suggested to add an OMA-DM parameter:
· Target_backoff_time, this parameter indicates how long time the client may use before reducing the rate to ECN_min_rate
As discussed in Section 3, the packet discarding in the (e)NodeB is also implementation dependant. In this case, it is however assumed that the currently discussed OMA-DM parameters should be sufficient.
5 Fixed proportion back-off vs. flexible back-off

At SA4#58, it was discussed whether the client should reduce the rate with a fixed percentage, for example 20%, for every congestion of whether a more flexible solution should be used, [7], [8]. The differences between these solutions are exemplified in Figure 2.
The blue curves represent fixed proportion back-off with 10%, 20% and 30% respectively. The green curves represent flexible back-off with:
· Flexible back-off 1: 50%, 40%, 20%, 10%

· The last defined back-off is then repeated for every additional congestion event

· Flexible back-off 2: 10%, 10%, 10%, 30%, 30%, 30%, 20%, 20%, 10%

Instead of defining one fixed back-off proportion, the flexible back-off would need a list of back-off proportions. With the additional
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Figure 2.
Comparison of fixed proportion back-off and flexible back-off. In reality, the rate would probably not be reduced below ECN_min_rate, at least not because of congestion.
One draw-back with the fixed proportion back-off is that it is hard to select appropriate amount of back-off. If the proportion is too small, for example only 5-10%, then it will take very long time to reduce the rate and the risk that the (e)NodeB will discard some or many packets increases. If the proportion is too big, for example 30-50%, then the back-off will be very fast, but the rapid reduction may cause unnecessarily poor quality.
With flexible back-off, it is possible to create different back-off scheme, depending on the operators’ choice. 
For the configuration with OMA-DM the fixed proportion back-off would only define one value. The flexible back-off would define a list of values. With the additional rule that the last item in the list is used for every additional congestion event, it is even possible to create a scheme that is identical to the fixed proportion back-off. To do this, one only has to include one (1) value in the list.
The flexible back-off scheme is also very similar to the step-wise down-switch which is already defined in TS 26.114 with the ECN/STEPWISE_DOWNSWITCH and ECN/RATE_LIST parameters.
6 Rate adaptation in visited network
For clients operating in their home network it can be assumed that the operator has ensured, for example with OMA-DM, that the application layer parameters for codec configuration and rate adaptation ar aligned to the bearer level QoS parameters that the PCRF should use. For visited networks it is not equally obvious that the client configuration will be aligned to the QoS parameters used for the bearer allocation in the visited network. This is because the client is configured by the home operator.

For the bearer allocation, the PCRF will also use the information in the SDP offer/answer negotiation to determine QoS parameters for the bearer allocation. For MBR, the PCRF can use information such as the highest rate that the codec supports and the b=AS value. This can be done for both home and visited networks.
For GBR, it is not equally obvious that the SDP offer/answer will include information about suitable rates. For speech codecs, like AMR and AMR-WB, the lowest rate can be derived from the SDP offer/answer but it may happen that the client configuration, which is done by the home operator, uses some other mode for the ECN_min_rate. There may therefore be some misalignment between GBR and ECN_min_rate. For video codecs, there is typically no information at all in the SDP offer/answer which can be used to derive the ECN_min_rate.

With OMA-DM, the operator can configure the client such that the rate adaptation is aligned with the bearer allocation. However, the OMA-DM configuration is made from the home operator, so when operating in a visited network there may be some misalignment.

If the client is made aware of the GBR that is used in the current visited network, for example via an internal interface between the UE and the client, then the client may calculate the minimum of the GBR and ECN_min_rate and use this for the session. This should cause no problems.

However, no such interface is currently requirement. Hence, it may happen that the client is not made aware of the GBR. If so, then the following behavior is likely:

· If GBR >= ECN_min_rate
· The client will, upon detecting ECN-CE, adapt to a rate which is lower than GBR.
· This means that the system has reserved resources that the client does not use. However, because of the shared channel, the resources that the client in question does not use can still be used by other UEs.
· Hence, no problems are foreseen for this case.

· If GBR < ECN_min_rate
· The client will, after detecting ECN-CE and after adapting the rate, still use a rate which is higher than the GBR.
· This may cause some problems since the (e)NodeB may discard packets, depending on how the (e)NodeB is implemented and/or configured.
· If the (e)NodeB discards packets then the client will detect packet losses and can use this to trigger further adaptation.
· This may cause some degraded quality for a short period of time but the quality should recover after a while when the client has adapted to a lower rate and the (e)NodeB no longer needs to discard any packets.
· Hence, it is not likely that this becomes a major issue.
This illustrates that it is possible to use MBR>GBR bearers even in visited networks, but it is important that the client does not rely only on the ECN-triggered adaptation. Other adaptation triggers, like packet loss, are also needed.
7 Conclusion and proposal
This document has shown that MBR>GBR bearer are usable also for MTSI.
To improve the client configuration it is suggested to add OMA-DM configuration parameters for:

· Target_backoff_time [ms], similar to the grace period.
· Flexible back-off.
This contribution has also discussed the use of ECN and ECN_min_rate in visited networks. The analysis shows that it is possible to use ECN also in visited networks, but it is important that the ECN is combined with other triggers, for example packet losses.
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