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1 Introduction
One of the objectives in the EVS codec development is to ensure that the EVS codec performs well in services like MTSI where packet loss and delay jitter occurs, [1]. TR 22.813, [2], also defines that the EVS codec should be evaluated using the delay-and-error profiles included in TS 26.114, [3].

Normally, evaluating delay and delay jitter management would require performing conversation tests. However, each sample in a conversation test is much longer than in listening-only tests, minutes compared to 8-16 seconds. This makes conversation tests unpractical for evaluating multiple codec candidates because there is a high risk for listener fatigue. One therefore has to reduce the number of samples and/or conditions when performing a conversation test, which means that the 95% confidence interval will increase. It is therefore very hard to set up a conversation test well enough so that it is possible to distinguish between different codec candidates.
This contribution presents a methodology for how to evaluate the speech quality for multiple candidates in the presence of packet losses and delay jitter. Instead of using a conversation test, this methodology uses two tests:

· An objective test, to evaluate the performance for the jitter management. This evaluation is based on the methodology which was used in TS 26.114 to derive the minimum performance requirements for jitter management.

· A subjective listening-only test, to evaluate the speech quality when advanced jitter management is performed for example as time scaling.

With this methodology, it should be easier to evaluate multiple codec candidates than if conversation tests were used.

Subjective tests should also include a set of reference conditions. This contribution also presents a methodology which can be used for creating reference conditions for reference codecs that have no built-in jitter management. This methodology should not be used for the candidate codecs.
This contribution also includes a set of performance requirements that the EVS codec candidates should meet.

2 Overview of evaluation methodology
The evaluation method proposed builds upon the experiences achieved during the development of TS 26.114.
One of the main challenges with developing a new speech codec for real-time services is that the codec (including jitter management) needs to achieve both good quality and short delay, even when packet losses and delay jitter occurs. The proposed evaluation methodology is therefore to:

· evaluate the sound quality in subjective listening-only test(s), for example ACR, DCR or similar; and:
· to evaluate the jitter management objectively by using the methodology designed for the minimum performance requirements for jitter management described in TS 26.114.
Each candidate EVS codec is executed in a simulation framework according to Figure 1.
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Figure 1.
High-level evaluation methodology for each candidate
The speech files that are produced in the simulation are then used in a subjective listening-only evaluation, i.e. an ACR, DCR or CCR test as described in ITU-T P.800, [4], or Mushra, [5], [6]. Performance requirements are described in Section 5. Reference codecs, and realistic conditions, are also discussed in Section 5.
To enable objective evaluation of the jitter buffer management and the verification against performance requirements, the receiver also produces information about the buffering time and Jitter Induced Concealment Operations (JICO), with definitions according to TS 26.114:
· Jitter buffering time is the difference between the decoding start time and the arrival time of the speech frame.

· This works for the case when jitter management is done before the decoding. Section 3 discusses the impacts of time scaling on the jitter buffering time.
· Jitter loss rate is the percentage of frames that are added, dropped or modified because of the jitter management. This includes:

· dropped frames due to buffer overflow

· intentionally dropped frames to reduce the buffering time

· dropped frames because the frame arrived too late to be useful for decoding (=late loss)

· modification of the timeline due to link loss, packet losses that are handled with the normal ECU without modifying the timeline is not included

· frames inserted by the jitter buffer, for example because of buffer underflow

The requirement for the jitter buffering time is that the 90 percentile of the delay must not exceed the corresponding delay for the reference delay algorithm with a added 60 ms comfort margin. The requirement for the jitter loss rate is that it shall not exceed 1%.

TS 26.114 uses a pass/fail criterion for the jitter buffer management performance which includes fulfilling both the requirement on jitter buffering time and the requirement on jitter loss rate. It is proposed to use the same requirement for the EVS codec selection.
To avoid problems with receivers reporting incorrect values, the JBM performance demonstrated in this test needs to be double-checked after the codec selection, i.e. during the verification phase. Candidates therefore need to be prepared to disclose how the jitter management was implemented in their codec.
3 Time scaling

The method used for deriving the minimum performance requirements in TS 26.114 was designed for receivers where jitter management is performed prior to the decoding, see Figure 2.
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Figure 2.
Receiver containing jitter management without time scaling
A typical architecture for a receiver that uses time scaling to improve the jitter management is shown in Figure 3.
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Figure 3.
Receiver containing jitter management with time scaling
Using time scaling after the decoding (or within the decoder) means that the buffering delay that is reported by the JBM is not fully correct. When the time scaling unit decides to stretch a speech frame then the end-to-end delay is increased and the JBM reports a too short delay for the frame that is stretched. On the other hand, when the time scaling unit decides to shorten a frame then the end-to-end delay decreases and the JBM reports a too long delay for the frame that is shortened.
The effect of time scaling is still partially taken into account since:
· the jitter loss rate includes frames where the time line has been modified due to link loss;

· stretching a frame means that the buffering time for the subsequent frame is increased; and:

· shortening a frame means that the buffering time for the subsequent frame is decreased.

This means that delay variations due to time scaling is (indirectly) taken into account in the jitter buffering delay statistics.
It is proposed that this methodology for taking the effects due to time scaling is used for the objective evaluation of the jitter management functionality. If a more exact metric is needed then further discussions are needed.
4 Delay-and-error profiles
TS 26.114 contain 6 profiles illustrating packet losses, packet delay and delay jitter that may occur for mobile-to-mobile communication when using HSPA and EGPRS access technologies. An example of a delay-and-error profile is shown in Figure 4.
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Figure 4.
Example delay-and-error profile
Profiles for LTE access are currently not available. It is suggested to develop new delay-and-error profiles representative for the delay, delay jitter and packet losses that might occur in LTE. This contribution however does not include any such profiles.
The profiles included in TS 26.114 were also derived from simulations using AMR12.2 and thus also for 20 ms frame length. The profiles are still usable for other codec rates similar to 12.2 kbps. However, the EVS codec will, most likely, use bit rates that are significantly different from 12.2 kbps. It is suggested to develop profiles for a number of fixed rates. The following rates are proposed: 6, 12, 16, 24, 32, 48 and 64 kbps. It is still recommended to minimize the number of profiles that are used for the subjective evaluation to avoid problems with too large test scope.
A pre-amble should be added to the speech file when using the profiles to generate speech files for the subjective evaluation. This is needed to avoid initialization problems and allow the jitter buffer to adjust the buffer level before the speech samples start. It is suggested that the length of the pre-amble is set to 20 seconds. The pre-amble should consist of the same background noise type as is used in the test, i.e. silence or background noise.
Annex 1 show all 6 profiles included in TS 26.114.

5 Reference conditions
It is well known that subjective tests benefit from using reference codecs, for example G.711/PCM, AMR and AMR-WB. One limitation with these reference codecs is that they do not contain any jitter buffer management functionality. To enable using codecs without JBM it is suggested to create frame loss profiles from the delay-and-error profile. One possible way to do this is to use the “reference delay calculation algorithm” included in Annex D of TS 26.114 to derive late-loss profiles. The frame loss profiles are then created by combining the packet losses in the respective profiles with the late losses. 

Figure 1 shows the buffering time and resulting frame delays when applying the reference delay calculation algorithm to a profile.
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Figure 5.
Example delay profile with jitter target level and resulting buffering delay according when using the reference delay calculation algorithm in TS 26.114 Annex D
Annex 2 shows the corresponding figures for all profiles in TS 26.114

From the above data, it is possible to determine which frames that would be lost, if a jitter buffer performed like the reference delay calculation algorithm. These frames are the occurrences when the delay in the profile exceeds the buffering time. When combining these late losses with the packet losses already included in the profile, it is possible to create a frame loss profile, which can then be used for the reference conditions. An example of this is shown in Figure 6.
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Figure 6.
Example profile with packet losses, late losses and resulting frame erasures
Annex 3 shows the corresponding figures for all profiles in TS 26.114.

The reference delay calculation algorithm was in this case configured to try to achieve a late loss rate of 0.5%. Other targets may be used to derive other frame loss profiles with hither or lower FER.
6 Performance requirements

The performance requirements for the EVS codec in the presence of packet losses and delay jitter should be formulated as follows:

· Subjective performance requirement: The EVS codec should, when using delay-and-error profile N, deliver a subjective speech quality that is at least as good as the reference codec Y where the reference codec was processes as described in Section 5.

· Objective performance requirements: The EVS codec should meet the performance requirements for jitter buffer management, as defined in TS 26.114, given the delay-and-error profiles used for the evaluation.

· For the new delay-and-error profiles it is necessary to derive new objective performance requirements.
7 Conclusion and proposal
This contribution proposes a methodology for how to evaluate the EVS codec candidates using a combination of a subjective listening-only test, to evaluate the sound quality, and an objective test, to evaluate the performance of the jitter management.

A methodology is also proposed for deriving frame loss profiles that can be used in subjective evaluation for reference codecs that do not include any jitter buffer management.
It is also proposed to use the set of performance requirements described in Section 6.
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Annex 1: Detailed information about delay-and-error profiles
The figures below show the different delay-and-error profiles included in TS 26.114. Some basic performance metrics have also been calculated.
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Annex 2: Packet delay calculation for delay-and-error profiles
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Annex 3: Frame loss profiles for reference codecs
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