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1. Introduction

The present document suggests additions to the EVS codec design constraints with regards to complexity evaluation and requirements. 
In past 3GPP speech/audio codec selection exercises, the codec complexity was evaluated using a specific methodology. We propose to re-use the same methodology as baseline for the EVS codec selection exercise and to consider recent evolutions of this methodology.
The proposed design constraints on complexity are based on the EVS related TR 22.813 [6].

2 Complexity evaluation and C code
2.1 Discussion
We propose to use the methodology as defined in [4] for the AMR exercise. The complexity of the EVS codec will be characterized by the following items:

· Number of cycles;

· Data memory size;

· Program memory size.

The actual values for these items in a terminal eventually depend on the actual architecture and implementation. The methodology adopted for the standardization of previous 3GPP speech/audio codecs provides a way to overcome this difficulty.
In this methodology, the speech coding functions are coded using a set of basic arithmetic operations. Each operation is allocated a weight representative of the number of instruction cycles required to perform that operation on a typical device. So far these weight are based on a typical DSP implementation. The Theoretical Worst Case (TWC) complexity (wMOPS) is then computed by a detailed counting of the worst case number of basic operations required to process a single frame.

Although speech codecs were mostly implemented on DSPs, they are now more and more executed on general CPUs. One could then question the validity of such evaluation for CPU implementations. However, we must consider that we are currently not aware of any set of weight representative of CPU implementations, and that DSP implementations are still likely. Also, the main purpose of the evaluation of complexity is to make sure that the EVS codec candidates do fulfill the general requirements set in the EVS TR 22.813 in comparison to other codecs: in particular, “The EVS codec should provide low computational complexity not significantly exceeding the design limits set during the AMR-WB codec standardization”. In that case, the evaluation methods should be identical for both EVS candidate and the AMR-WB reference. We therefore propose as working assumption that fixed point code using Basic operators is used during the EVS codec selection. This proposal does not preclude the possibility of specifying a floating point code as well. Also, complexity evaluations based on floating point code could also be considered for further study.
2.2 Proposal

We propose to keep the same methodology as for past exercises. In particular the following should apply for EVS:
Complexity calculation rules:

The number of cycles is computed as wMOPS figure which is a weighted sum of all operations required to perform the speech coding.

The program memory size, Program ROM, is computed as the number of basic instructions.

The data memory size is divided in 2 types of memory: The read-only memory (Data ROM) and the random-access memory (Data RAM). Both are computed as the number of bytes of data required.

The ITU-T G.191 [5] software tool library basic operators (based on ETSI fixed-point basic operations) will be used for complexity evaluation of the EVS codec. Detailed procedure for each phase is the following:

· Qualification (if needed): Complexity evaluation may be based on floating point code or fixed point code. The results should nevertheless be presented as ETSI FOM, wMOPS, and memory figures even though they are allowed to be estimated from a floating-point code.  Requirements shall be checked according to the assessment methodology given in AMR narrowband document AMR-9 (Complexity and delay assessment) [4].

· Selection: ITU-T methodology based on G.191 fixed point code (Basic op. Counters, i.e. Worst observed case)

· Verification/characterization: ITU-T methodology based on G.191 fixed point code (Theoretical worst case) 
Arithmetic used in codec proposals:

· Qualification (if needed): Fixed point or floating point code

· Selection: Fixed point code (using ITU-T set of basic operations)

· Verification/characterization: Fixed-point code (using ITU-T set of basic operations).
The next section deals with the actual EVS complexity requirements. One difficulty in setting requirements is that the set of weights associated with wMOPS evaluation has changed since the AMR-WB exercise. The comparison may then not be valid when using the latest set of weights. The solutions to this difficulty are:

· use the same set of weights as used during the AMR-WB exercise to evaluate the EVS candidates and compare to AMR-WB complexity figures.

· Use the new set of weights to evaluate the EVS candidates and set the reference by re-evaluating wMOPS figures of AMR-WB using the latest set of weights.

Another difficulty is that new operators were also defined. We leave it to the group to decide the best way forward.

3. Complexity requirements

3.1 Discussion
The current EVS codec design constraints [1] on complexity indicate that:

	Parameter
	Design Constraint
	TR 22.813 V10.0.0
	note

	Complexity
	tbd


	6.1.5
	The EVS Codec should be implementable on a mobile device using today’s technology. The EVS codec should provide low computational complexity not significantly exceeding the design limits set during the AMR-WB codec standardization, and should have low memory usage. Increased computational complexity and memory usage should be commensurate with the gain in quality of user experience (e.g. higher audio bandwidth such as SWB or stereo if it is supported) or with increased efficiency (e.g. lower bit rate for same quality when compared to a reference codec).




According to TR 22.813 [6], “The EVS codec should provide low computational complexity not significantly exceeding the design limits set during the AMR-WB codec standardization, and should have low memory usage”. The actual complexity figures of AMR-WB are available in [3].

As guideline, AMR-WB design constraints [2] on complexity are reproduced here:
	Development constraints
	Open issues, notes

	Complexity requirements


	
	WB = Wideband

NB = Narrowband

	Channel coding including possible control loop management algorithms
	GSM FR:

A.
wMOPS
( 5.7 wMOPS 

B.
RAM
( 3.0 kwords  

C.
ROM
( 4.5 kwords 

D. 
Program ROM ( 1.5 * Program ROM of AMR-NB FR ch. Codec)  (1.5 * 1 342 ETSI basic operators)
GSM EDGE:

[t.b.a.]

GSM multi-slot:

[f.f.s.]
	3G: 

Existing generic 3G channel coding toolbox shall be used for channel coding. 


	Are separate (higher) complexity requirements needed for higher rate GSM channels?

	Speech coding (excluding VAD/DTX)
	E.
wMOPS
(  40 wMOPS (( 2.4 x wMOPS of AMR-NB sp. Codec: 16.75 )

F.
RAM
( 15 kwords ((  2.8 ( RAM of AMR-NB speech codec: 5.28 kwords)

G.
ROM
( 18 kwords ((  1.2 x ROM of AMR-NB speech codec: 14.57 kwords)

H. 
Program ROM ( 1.2*Program ROM of AMR-NB speech codec (= 1.2 * 4 851  ETSI basic operators)
	The complexity limit applies to the codec considered as a whole, including all modes.

	Additional complexity for VAD/DTX operation (over speech coding complexity limits) 
	1.5 times the corresponding complexity of AMR-NB VAD/DTX with the more complex VAD Option (VAD2): 

I.
wMOPS
(   1.6 wMOPS 

J.
RAM
(  149 words 
K.
ROM
(  1004 words

L. Program ROM ( 1.5 * Program ROM of AMR-NB VAD/DTX with the more complex VAD Option (VAD 2) ([t.b.a.] ETSI basic operators)

	


Also, “Increased computational complexity and memory usage should be commensurate with the gain in quality of user experience (e.g. higher audio bandwidth such as SWB or stereo if it is supported) or with increased efficiency (e.g. lower bit rate for same quality when compared to a reference codec).” Given this, it is reasonable to set the same complexity figures of AMR-WB for EVS NB and WB modes, while quality improvements and efficiency improvements given for WB, SWB, optional FB and stereo modes should be given additional complexity margins.
Our evaluation on computational complexity shows that 

· NB and AMR-WB interoperable WB operations should be done within the current limits corresponding to AMR-WB complexity, i.e. 40 wMOPS

· The coding gains needed for new high-efficient WB and SWB coding modes do require an increased computational complexity. According to our assessment, an increase of 20wMOPS should allow these gains. I.e. a limit of 60 wMOPS.
· WB, SWB operation for improved generic signal (music, mixed content) performance and the optional FB operation require some additional complexity. According to our assessment, an increase of 20 wMOPS should allow these gains. I.e. a limit of 60 wMOPS. 

· Stereo operation will require some additional complexity. According to our assessment, an efficient stereo coding would require an additional 20 wMOPS compared to the corresponding mono mode of operation.
Memory requirements and methodologies for their evaluation are still for FFS. 
Finally, given our separate proposal [7] that the codec should provide re-sampling functions at its input and output, it is important to note that these functions are not counted as part of the complexity nor delay budget when considering the codec only.

3.2 Proposal

In summary we propose the following additions to design constraints:

	Parameter
	Design Constraint
	TR 22.813 V10.0.0
	note

	Complexity
	see below

	6.1.5
	The EVS Codec should be implementable on a mobile device using today’s technology. The EVS codec should provide low computational complexity not significantly exceeding the design limits set during the AMR-WB codec standardization, and should have low memory usage. Increased computational complexity and memory usage should be commensurate with the gain in quality of user experience (e.g. higher audio bandwidth such as SWB or stereo if it is supported) or with increased efficiency (e.g. lower bit rate for same quality when compared to a reference codec).



	NB and AMR-WB interoperable WB coding (excluding VAD/DTX and improved efficiency & music in WB)
	wMOPS
(  40 wMOPS


	
	

	High-efficient WB and SWB coding (excluding VAD/DTX and improved music in WB)
	wMOPS
(  60 wMOPS 


	
	To allow the additional complexity, an improvement in coding efficiency compared to the AMR-WB interoperable mode shall be shown, either by reduced rate or reduced delay.

	High-quality WB and SWB, and FB coding (excluding VAD/DTX)
	wMOPS
(  60 wMOPS 


	
	To allow the additional complexity for WB, an improvement for music or mixed content shall be shown. 

	Efficient stereo coding in conjunction with high-quality WB and SWB, and FB coding (excluding VAD/DTX)
	wMOPS
(  80 wMOPS 


	
	

	Additional complexity for VAD/DTX operation (over speech coding complexity limits) 
	1.5 times the corresponding complexity of AMR-WB VAD/DTX: 
wMOPS
(   1.5*1.6 wMOPS 


	
	

	Memory for all modes of operation
	RAM
(  FFS bytes
ROM
(  FFS bytes
Program ROM ( FFS bytes

	
	

	I/O Re-sampling functions
	wMOPS
(  5 wMOPS TBC
delay         (   2 ms TBC
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