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12
Adaptive HTTP Streaming

12.1
System Description

The 3GPP adaptive HTTP-Streaming protocol provides a streaming service. This enables delivering content from standard HTTP servers to an HTTP-Streaming client and enables caching content by standard HTTP caches. 

Figure 12.1 shows the architecture for Adaptive HTTP streaming. This specification only deals with the specification of interface 1 between the HTTP-Streaming Client and the HTTP-Streaming Server. All other interfaces are out-of-scope of this specification. 

It is assumed that the UE has access to a Media Presentation Description (MPD). An MPD provides sufficient information for the HTTP-Streaming Client to provide a streaming service to the user by sequentially downloading media data from an HTTP server and rendering the included media appropriately. 
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Figure 12.1 System Architecture for Adaptive HTTP Streaming
The following specifies the client reference model for different deployment options of Adaptive HTTP Streaming. The specification permits different deployment scenarios for the HTTP Streaming Server (e.g. the use of different CDN infrastructures, different encoding schemes, etc.). Adaptive HTTP Streaming provides end-to-end delivery services for data with real-time characteristics, in particular audio and video. 

The media data is encapsulated in fragments. Fragments are typically a sequence of media samples. Each fragment has a start timestamp (ts) reflecting the earliest sampling instant of any media data in the fragment with respect to the media presentation time. Figure o1 shows a reference model for adaptive HTTP streaming. For the HTTP Streaming client to present media data at media presentation time tp, the HTTP Access Client generates and receives appropriate messages on interface 1 to obtain a fragment with start-time ts, that contains consecutive media samples including media data for presentation time tp. Note that the normative part of the specification only deals with the messages on interface 1, the internal interfaces in the HTTP Streaming client are only for illustration purposes. 
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Figure o1 Common Reference Model for Adaptive HTTP Streaming

For this specification a fragment is defined as the concatenation of a 3GP movie fragment (moof) box [8.32, r1] and a media data (mdat) box [8.2, r1]. 

To initiate the streaming service to the user, the HTTP Streaming Client establishes a media presentation by downloading the relevant metadata and subsequently the media data. The media presentation is defined in 12.2.1. A media presentation is described by the Media Presentation Description (MPD) as defined in 12.2.2 and the additional metadata contained in 3GP movie headers. 

The MPD is an XML-document that is formatted according to the XML schema provided in clause 12.2.2. The delivery of the MPD is not in scope of this specification. 

12.2
Data Formats for Adaptive Streaming

12.2.1

Media Presentation
A media presentation is a structured collection of data that is accessible to the streaming client. The streaming client requests and downloads media data information to present the streaming service to the user. 

A media presentation consists of 

· A Media Presentation Description (MPD) 
· A sequence of Periods.

· Each Period contains one or more Representations of the same media content (it cannot be that one alternative representation is Spiderman and another alternative representation is Superman).
· Each Representation consists of one or more segments. Representation may be Alternative Representations or Partial Representations. Partial Representations can be grouped to form complete Alternative Representations.

· Segments contain media data and metadata to decode and present the included media data.
Alternative Representations typically differ among each other through different bitrates, quality levels, codecs or codec profile/levels being used, spatial resolutions, languages, media components, etc. 
As defined above, a media presentation consists of a collection of segments. A segment is defined as a unit that can be uniquely referenced by an http-URL, where an http-URL is defined as an <absolute-URI> according to [RFC3986], clause 4.3, with a fixed scheme of “http://” or “https://”. Segments contain metadata or media data. Details on segments and segment types are provided in clause 12.2.5. Each alternative representation either consists of one full representation or a group of partial representations (see clause 12.2.4).
Each representation consists of one or several segments. Each segment typically contains one or several fragments and possibly information on how to access the contained fragments and how the fragments are aligned in the global presentation time. The HTTP streaming client requests segments or byte ranges of segments to provide the streaming service.
The media presentation has a time line that shall be common to all representations in the media presentation. 

12.2.2

Media Presentation Description
12.2.2.1
Introduction
The Media Presentation Description (MDP) contains metadata required by the client to construct appropriate URIs to access segments and to provide the streaming service to the user. 
The media presentation may be available in different representations (different bitrates, languages, media components, etc.), maybe on-demand or live. The MPD contains information that enables the client to build the URL to access any provided segment (or parts thereof) of the presentation. 

12.2.2.2
Media Presentation Description Schema

The MPD contains the information as presented in Table o.1.
Table o.1 Semantics of Media Presentation Description (M=Mandatory, O=Optional, OD=Optional with Default Value, CM=Conditionally Mandatory) 

	Element or Attribute Name
	Type (Attribute or Element)
	Cardinality
	Optionality
	Description

	MPD
	E
	1
	M
	The root element that carries the Media Presentation Description for a presentation. 

	
	Type
	A
	1
	OD

default: OnDemand
	“OnDemand” or “Live”

Indicates the type of the presentation. Currently, on-demand and live types are defined. If not present, the type of the presentation shall be inferred as OnDemand.

	
	duration
	A
	0, 1
	OD

Default: 0
	Indicates the duration of the content of the media. When the value is given to be equal to 0 or when the attribute is not present, the duration of the presentation is unknown.

	
	liveStart
	A
	0, 1
	CM

Must be present for type=”Live”
	Defines the start of the media presentation in case the presentation is a live presentation.

	
	minBufferTime
	A
	0, 1
	O
	Provides the minimum buffer time for the stream in ms.

	
	timeShiftBufferDepth
	A
	0, 1
	OD

Default: 0
	Indicates the duration of the time shifting buffer that is maintained at the server for a live presentation. When not present, the TimeShiftBufferDepth shall be assumed to be 0.

	
	PresentationPeriod
	E
	0..N
	CM

Must be present for type=”Live”
	Defines the time interval(s) during which the service is available on the network. Multiple presentation intervals may be provided. When not present, the availability of the service is unrestricted.

	
	
	start
	A
	
	M
	This indicates the start data and time of the PresentationPeriod.

	
	
	end
	A
	
	O
	This indicates the end data and time of the PresentationPeriod. If not provided, the end time of the presentation is unknown.

	
	SegmentInfo
	E
	0, 1
	O
	Provides default information about segment durations and, optionally, URL construction

	
	
	duration
	A
	
	O


	If present, gives the constant approximate segment duration. All segments except possibly the last within the validity time of the containing elements have the same approximate duration.

	
	
	fragmentDuration
	A
	
	O
	If present, gives the approximate fragment duration and indicates that all fragments have the same approximate duration.

	
	
	UrlTemplate
	E
	0, 1
	O
	If present, specifies a default segment URL template for all segments of all representatons, within the validity time of the containing element.

	
	Period
	E
	1…N
	M
	Provides the information of  each period

	
	
	start
	A
	0, …, 1
	O
	Provides the accurate presentation start time relative to the start of the media presentation

	
	
	SegmentInfo
	E
	0,1
	O
	<same definition as on global level>

	
	
	
	duration
	A
	
	O


	If present, gives the constant approximate segment duration. All segments except possibly the last within the validity time of the containing elements have the same approximate duration.

	
	
	
	fragmentDuration
	A
	
	O
	If present, gives the approximate fragment duration and indicates that all fragments have the same approximate duration.

	
	
	
	UrlTemplate
	E
	0, 1
	O
	If present, specifies a default segment URL template for all segments of all representatons, within the validity time of the containing element.

	
	
	Representation
	E
	1..N
	M
	This element contains a description of a representation.

	
	
	
	id
	A
	
	M
	An attribute containing a unique ID for this specific representation within the media presentation.

	
	
	
	partial
	A
	
	OD

default: FALSE
	If set TRUE, this representation is a partial representation and it should only be presented following grouping rules.

	
	
	
	bandwidth
	A
	
	M
	Gives the bandwidth of the representation, in bits per second. 

Editor’s NOTE: More exact definition is necessary.

	
	
	
	maxFramerate
	A
	
	O
	Specifies the upper bound on the video frame rate in frames/sec. 

	
	
	
	width
	A
	
	O
	Specifies the horizontal resolution of the video media type in an alternative representation, counted in pixels.



	
	
	
	height
	A
	
	O
	Specifies the vertical resolution of the video media type in an alternative representation, counted in pixels.

	
	
	
	lang
	A
	
	O
	Declares the language code for this media according to RFC 3066.

	
	
	
	mimeType
	E
	0 … N
	O
	Gives the MIME type parameter for the initial media samples of the media component. For video, this MIME type parameter shall include the profile and level information. The MIME type is provided according to [RFC 4281].

	
	
	
	SegmentInfo
	E
	0, 1
	CM

Must be present in case SegmentInfo is not present on MPD or Period level
	Provides information about segment durations and, optionally, URL construction. This element, if present, overrides the defaults provided at the MPD and/or Period level.

	
	
	
	
	duration
	A
	
	CM
Must be present in case duration is not present on MPD or Period level.
	If present, gives the constant approximate segment duration. All segments except possibly the last within the validity time of the containing element have the same approximate duration.

	
	
	
	
	fragmentDuration
	A
	
	O
	If present, gives the approximate fragment duration and indicates that all fragments have the same approximate duration.

	
	
	
	
	UrlTemplate
	E
	0, 1
	O
	If present, specifies a default segment URL template for all segments of all representatons, within the validity time of the containing element.

	
	
	
	
	Url
	E
	0, N
	O
	Provides an explicit URL for a segment. This element must be present if and only if UrlTemplate is not present, in which case there must be one Url element for every segment of the representation.


The corresponding XML schema for the MPD is given as follows 
	<?xml version="1.0" encoding="UTF-8"?>

<xs:schema

    xmlns="urn:3GPP:metadata:2009:PSS:HTTPStreaming"

    xmlns:xs="http://www.w3.org/2001/XMLSchema"

    targetNamespace=" urn:3GPP:metadata:2009:PSS:HTTPStreaming"

    attributeFormDefault="qualified"

    elementFormDefault="qualified">

    <xs:annotation>Media Presentation Description</xs:annotation>

    <xs:element name="MPD">

        <xs:complexType>

            <xs:sequence>

                <xs:element name="PresentationPeriod" type="PresentationPeriodType" minOccurs="0" maxOccurs="unbounded"/>

                <xs:element name="SegmentInfo" type="SegmentInfoType" minOccurs="0" maxOccurs="unbounded"/>
                <xs:element name=”Period” type=”PeriodType” minOccurs=”1” maxOccurs=”unbounded”/>
</xs:sequence>

            <xs:attribute name="type" type="PresentationType" use="optional" default="OnDemand"/>

            <xs:attribute name=”liveStart” type=”xs:dateTime” use=”optional”/>

            <xs:attribute name="duration" type="xs:duration" use="optional"/>

            <xs:attribute name="minBufferTime" type="xs:duration" use="optional"/>

            <xs:attribute name="timeShiftBufferDepth" type="xs:duration" use="optional"/>

            <xs:attribute name="presentationHeader" type="xs:anyURI" use="optional"/>

        </xs:complexType>

    </xs:element>

    <xs:simpleType name="PresentationType">

        <xs:restriction base="xs:string">

            <xs:enumeration value="OnDemand"/>

            <xs:enumeration value="Live"/>
            <xs:enumeration value="Live+OnDemand"/>
        </xs:restriction>

    </xs:simpleType>

    <xs:complexType name="PresentationPeriodType">

        <xs:attribute name="start" type="xs:dateTime" use="required"/>

        <xs:attribute name="end" type="xs:dateTime" use="optional"/>

    </xs:complexType>

    <xs:complexType name="SegmentInfoType">

        <xs:choice>

            <xs:element name="UrlTemplate" type="xs:string" minOccurs="0" maxOccurs="1"/>

            <xs:element name="Url" type="xs:anyURI" minOccurs="1" maxOccurs="unbounded"/>

        </xs:choice>

        <xs:attribute name="duration" type="xs:duration" use="optional"/>

        <xs:attribute name="fragmentDuration" type="xs:duration" use="optional"/>

    </xs:complexType>

<xs:complexType name=”PeriodType”>

        <xs:sequence>

            <xs:element name="SegmentInfo" type="SegmentInfoType" minOccurs="0" maxOccurs="unbounded"/>

            <xs:element name="Representation" type="RepresentationType" minOccurs="1" maxOccurs="unbounded"/>

            <xs:element name="RepresentationGrouping" type="RepresentationGroupingType" minOccurs="0"
                        maxOccurs="unbounded"/>
        </xs:sequence>

        <xs:attribute name=”start” type=”xs:duration” use=”required”/>
    </xs:complexType>

    <xs:complexType name="RepresentationType">

        <xs:sequence>

            <xs:element name="SegmentInfo" type="SegmentInfoType" minOccurs="0" maxOccurs="unbounded"/>

            <xs:element name="Component" type="ComponentType" minOccurs="0" maxOccurs="unbounded"/>

        </xs:sequence>

        <xs:attribute name="id" type="xs:string" use="required"/>

        <xs:attribute name="partial" type="xs:boolean" use="optional" default="false"/>

        <xs:attribute name="bandwidth" type="xs:unsignedInt" use="required"/>

        <xs:attribute name="maxFramerate" type="xs:unsignedInt" use="required"/>

        <xs:attribute name="width" type="xs:unsignedInt" use="optional"/>

        <xs:attribute name="height" type="xs:unsignedInt" use="optional"/>

        <xs:attribute name="lang" type="xs:language" use="optional"/>

    </xs:complexType>

    <xs:complexType name="ComponentType">

        <xs:attribute name="trackId" type="xs:unsignedInt" use="required"/>

        <xs:attribute name="mimeType" type="xs:string" use="optional"/>

    </xs:complexType>

    <xs:complexType name="RepresentationGroupingType">

        <xs:sequence>

            <xs:element name="ExclusiveSet" type="RepresentationListType" minOccurs="0" maxOccurs="unbounded"/>

            <xs:element name="AllowedSet" type="RepresentationListType" minOccurs="0" maxOccurs="unbounded"/>

            <xs:element name="DisallowedSet" type="RepresentationListType" minOccurs="0" maxOccurs="unbounded"/>

        </xs:sequence>

    </xs:complexType>

    <xs:complexType name="RepresentationListType">

        <xs:sequence>

            <xs:element name="id" type="xs:string" minOccurs="1" maxOccurs="unbounded"/>

        </xs:sequence>

    </xs:complexType>

</xs:schema>



12.2.2.3
Examples for an MPD 

<add example?>
12.2.2.4
Media Presentation Timing 
A media presentation has a continuous timeline. 

Certain elements and attributes in the MPD provide information on the availability and start of the media presentation. The  MPD.liveStart element provides the start time of the media presentation in case of live services. The attributes MPD.PresentationPeriod.start and MPD.PresentationPeriod.end provide absolute timing information on the availability of the media presentation in On-Demand mode. To compare with wall-clock time, UTC shall be used as reference time. The HTTP-streaming client shall have access to UTC time. NTP [r3] or SNTP [r4] may for example be used for this purpose.

The HTTP-streaming client may request and present media samples of the media content with presentation time tp. The media presentation has a start time MPStartTime and a duration MPDuration. The presentation time tp shall be relative to the start time MPStartTime and shall not exceed MPDuration, i.e. 0 <= tp < MPDuration.
If the MPD.duration attribute is present then MPDuration = MPD.duration, otherwise MPDuration is unknown and shall be assumed as unbounded.
In case the MPD attributes MPD.type is “Live” or “Live+OnDemand”, then the MPD attribute MPD.live_start shall be present. The MPD.duration attribute may be present. The MPStartTime is equal to the value of the MPD.live_start attribute, i.e. MPStartTime=MPD.liveStart. 

In case the MPD attributes MPD.type is “Live” the MPD.PresentationPeriod element shall not be present.

In case the MPD attribute MPD.type is “OnDemand” or “Live+OnDemand”, then zero, one or several MPD.PresentationPeriod elements may be present. MPD.PresentationPeriod element indicates the availability of the media presentation in On-Demand mode. If the MPD.PresentationPeriod element is not present, then the media presentation is available any time. If one or several MPD.PresentationPeriod elements are present, then the client may only access the media presentation in case the actual UTC time is included in any of MPD.PresentationPeriod element, other the client shall not access the media presentation. The MPStartTime shall be assumed to 0 for on-demand types. 
For live services, the client shall only request segments that are within a restricted time-window. The restriction of the presentation time tp is governed by the following values:

· The difference between the UTC time (as available to the client) and MPStartTime is defined as the relative live event time tlive, i.e. tlive = UTC - MPStartTime.

· The permitted time-shift buffer depth is specified in the MPD attribute MPD.timeShiftBufferDepth. 

For live services, a client at relative event time tlive shall only request segments that correspond to presentation times tp as

 max(0, tlive - MPD.timeShiftBufferDepth) ≤ tp < max(0, tlive).

12.2.2.5
Media Presentation Description Updates

For live services the Media Presentation Description may be changed during the media presentation. The client shall ensure that before sending its first request for each segment it has an up-to-date copy of the Media Presentation Description.

For example, if the Media Presentation Description was obtained using HTTP then the above requirement implies that a new request shall be sent for the Media Presentation Description before the first request for each segment, unless an unexpired copy of the Media Presentation Description is available in the local cache.

In the case HTTP is used to obtain the Media Presentation Description the client should apply HTTP caching procedures to reduce the number of requests sent and should issue conditional requests whenever a previous, expired, version of the Media Presentation Description is available.

Changes to the Media Presentation Description must be such that the updated Media Presentation Description is compatible with the previous Media Presentation Description in the following sense: for any time earlier than the update time for which the new Media Presentation Description contains a Period elements the Period elements of the old and new Media Presentation Description must be identical. The requirement ensures that 

1. clients may immediately begin using the Media Presentation Description without sychronisation, since it is compatible with the old one for times before the update time and 

2. the update time need not be synchronised with the time at which the change to the presentation metadata takes place: i.e. changes to the presentation metadata may be advertised in advance.

12.2.2.6
Segment Access Information

The SegmentInfo element defines approximate segment durations (used for seeking) and a URL template or a list of explicit segment URLs. In the following we call a SegmentInfo within the MPD element the “global” SegmentInfo, a SegmentInfo within a Period element the “period” SegmentInfo and a SegmentInfo within a Representation element the “representation” SegmentInfo.

The SegmentInfo for a representation at any give time is obtained by combining valid representation SegmentInfo element, if any, with the period SegmentInfo, if any, and the global SegmentInfo element. Each attribiute of the period SegmentInfo element overides the same attribute of the global SegmentInfo. Each attribute of the representation SegmentInfo element overrides the same attribute of the period SegmentInfo and global SegmentInfo element. If the representation SegmentInfo element contains explicit URLs these override any URL template specified in the period or global SegmentInfo element. 
12.2.3
Period

A media presentation consists of one or more periods corresponding to the Period elements in the MPD. Each period has a presention start MPD.Period.start. This start attribute of the period shall be relative to the MPStartTime. Each period extends until the start of the next period, or the end of the presentation in the case of the last period. Period start and end times are precise: if the actual media within a period extends past the end time of the period then the media shall be truncated at exactly the end time of the period. Similarly, if the actual media within a period finishes before the end time of the period then the media shall be extended with silence, in the case of audio media, or by retaining the last frame, in the case of video media.
[Note: additional text is required if we wish to support the case in which media is continuous across period boundaries: for example a flag to indicate that continuous playout should be preferred to the above procedures. In this case, for each track, playout of media samples of one period may continue into the next period up to the presentation time of the first sample of the next period.]
12.2.4
Representation
12.2.4.1
Overview
A representation is identified by a representation identifier MPD.Representation.id that must be unique within the Media Presentation.

The start time and duration of a representation shall be equal to the start time and duration of the period containing the representation.

The Representation shall consist of one initial segment with SegmentIndex=0 and possibly a sequence of continuation segments having assigned consecutive segment indices SegmentIndex=1,2,3…. The URI to the initial segment is URISegment(MPD.Representation.id, SegmentIndex=0) as specified in clause 12.2.5.4. Each representation shall be an alternative representation (see clause 12.2.4.2).

Each initial segment shall comply with the data format specified in clause 12.2.4.2.

Each continuation segment shall comply with the data format specified in clause 12.2.4.3. The sequence_number field of the Movie Fragment Header of the first Movie Fragment box of the continuation segment with segment index number SegmentIndex shall be one greater than the sequence_number field of the Movie Fragment Header if the last Movie Fragment box of the segment with segment index number SegmentIndex-1. Media tracks shall be continuous across consecutive segments.
A representation should not contain more than one track of the same media type.
12.2.4.2
Alternative and Partial Representations

If the attribute Representation.partial is not present or if it is set to FALSE, then the representation is an alternative representation. An alternative representation should be presented without any other representations. 

If the attribute Representation.partial is set to TRUE, this representation is a partial representation and it should only be presented in combination with Alternative Representations

NOTE: GROUPING RULES MAY BE DEFINED.
12.2.5

Segments
12.2.5.1
Overview
Segments describe the format of a response to segment requests. Segments consist of 3GP files or subsets of 3GP files complying to the 3GP Adaptive-Streaming profile [r2] with additional transport information.

Editor’s Note: This information shall be part of TS26.244.
The 3GP Adaptive-Streaming profile is branded ‘3gh9’. It is used to label 3GP files that are primarily suitable for adaptive file-based streaming.

The following constraints shall apply to 3GP files conforming to Adaptive-Streaming profile:

· the ‘moov’ box shall be placed in the beginning of the file right after the ‘ftyp’ box and a possibly present ‘pdin’ box;

· all movie data shall be contained in Movie Fragments, i.e. the ‘moov’ box shall not contain any samples.

· the ‘moov’ box shall contain an ‘mvex’ box to indicate the presence of movie fragments.

· the ‘moov’ box may be followed by one or more ‘moof’ and optionally ‘mdat’ box pairs. 

· each ‘moof’ box shall contain at least one track fragment.

· An ‘mfra’ box may be present. If present, the ‘mfra’ box shall be immediately before the first ‘moof’ box.
12.2.5.2
Initial segments
An initial segment shall be a compliant 3GP file according to the Adapative File Streaming profile [Reference] with at at least a ‘ftyp’ box, a ‘moov’ box and ‘mvex’ box, and a sequence of one or more ‘moof’+’mdat’ box pairs as well as possibly an ‘mfra’ box.

The MIME-Type of the initial segment shall be “audio/3gpp” for files containing audio but no visual presentation (neither video nor timed text, for example) or “video/3gpp”.
12.2.5.3
Continuation segment
A continuation segment shall be a subset of a compliant 3GP file according to the Adaptive File Streaming profile [Reference]. In addition a continuation segment may include at most one ‘mfra’ box. 

A continuation segment shall consist of one or multiple consecutive pairs of ‘moof and ‘mdat’ boxes, i.e. with continuous sequence_number field of the Movie Fragment Header, as well as, if present, an ‘mfra’ box that shall be generated such that it contains:

· Track ID ‘track_ID’ and presentation time ‘time’ in each ‘tfra’ box shall be as if the ‘mfra’ box is included in a concatenation of an initial segment and all ‘moof’ and ‘mdat’ box pairs of the current representation. 

· offset information ‘moof_offset’ in the ‘tfra’ box shall be relative to the start of the continuation segmentt continuation segment.

Note: The semantics of these values is consistent with definitions in [r1] for ‘mfra’ if the presentation time and track IDs are global for the representation and each segment is considered as a ‘file’, such that ‘moof_offset’ signals the byte-offset from the beginning of the segment. 

If present, this ‘mfra’ box shall be placed in the beginning of the continuation segment before any ‘moof’ or ‘mdat’ box.

The MIME-Type of a continuation segment shall be “application/3gpp-http-streaming-media-segment”.

12.2.5.4
Segment URIs and Start Times

The global, period and representation SegmentInfo elements specify for each segment with index SegmentIndex in representation Representation with representation id Representation.id, the approximate start time SegmentStartTime(SegmentIndex, Representation.id) of the segment relative to the start of the representation and a segment URI SegmentURI(SegmentIndex, Representation.id).

The SegmentInfo for each representation provides an attribute SegmentInfo.duration as well as either a SegmentInfo.UrlTemplate or a list of segment URLs in SegmentInfo.Url elements. 

The approximate start time of segment SegmentStartTime(SegmentIndex, Representation.id) is given as SegmentStartTime(SegmentIndex, Representation.id) = SegmentIndex* SegmentInfo.duration.

If a list of segment URLs SegmentInfo.Url is provided then the (SegmentIndex+1)-th entry of the list is assigned to SegmentURI(SegmentIndex, Representation.id). 

If a SegmentInfo.UrlTemplate is specified, then the string of the SegmentInfo.UrlTemplate shall be applied as follows to determine the SegmentURI(SegmentIndex, Representation.id).


sprintf(SegmentURI, “SegmentInfo.UrlTemplate”, Representation.id, SegmentIndex );


Example: 

SegmentInfo.UrlTemplate=”http://www.example.com/AdapativeHTTPStreaming/%s/file_%4d.3gp”

12.3
Protocols

Adaptive HTTP-Streaming Clients shall comply with clients as specified in RFC2616.

HTTP-Streaming Servers shall comply with servers as specified in RFC2616.

HTTP-Streaming Clients shall use the HTTP GET method or the partial GET method [9.3, RFC2616] to retrieve metadata and media data of content.

To access UTC time, NTP [r3] or SNTP [r4] may be used.
12.4
Usage of the 3GP File Format

Adaptive HTTP-Streaming shall use 3GP files according to the 3GP Adaptive-Streaming profile as specified in TS 26.244. The usage of this 3GP file format as data formats for segments is provided in clause 12.2.5.

Content may be prepared as 3GP files according to the 3GP Adaptive-Streaming profile. Initial segments and continuation segments may be generated by segmenting such 3GP files and possibly adding ‘mfra’ boxes as specified in clause 12.2.5.3. Clients may store a concatenation of a received initial segment and a sequence of ‘moof’ and ‘mdat’ boxes obtained from continuation segments to create a compliant 3GP file without accessing any media samples.

12.5
Codecs

For HTTP-Streaming clients supporting a particular continuous media type, the corresponding media decoders are specified in section 7.2 for speech, 7.3 for audio, 7.4 for video and 7.9 for timed text.
12.6
Client Behaviour
12.6.1
Overview

An adaptive HTTP streaming client is guided by the information provided in the Media Presentation Description. The adaptive HTTP-streaming client is described as a reference client as shown in Figure o.2. This reference client serves for the description of the messages on interface 1. It is not intended to describe an actual implementation and the internal interfaces of the client are only for illustration purposes. 

It is assumed that the client has access to the MPD. For providing a continuous streaming service to the user: 

1. The client parses the MPD selects one alternative representation from the first period based on the information in the MPD and other information, e.g. available bandwidth measurements, client capabilities. Before acquiring media data from the segments the client must obtain the “moof” box from the initial segment of the representation.

2. The client accesses fragments by requesting segments or byte ranges of segments. The client requests the segments of the selected representation by generating segment requests according to clause 12.2.4.2 and taking into account the time access restrictions in 12.2.2.4. 

3. Once the presentation has started, the client continues consuming fragments by continuously requesting segments or parts of segments taking into account the MPD update procedures in clause 12.2.2.6. The client may change representations taking into account updated MPD information and/or updated information from its environment, e.g. access bitrate changes.

With any request for a new fragment containing a random access point, the client may select a different alternative representation. 

12.6.2

Seeking

A client wishing to seek to a time t within a media presentation must first identify the period within which t falls. The period seek time tp is then calculated as tp = (t - MPD.Period.start). The client must then choose a representation from amongst the alternative representations for that period. Assume that a client choose the representation with representation ID MPD.Representation.id. Before accessing the representation, the client needs to have acquired the ”moof” box from the initial segment for the corresponding representation.

Based on the specification in clause 12.2.5.4, the client has access to the segment start time and segment URI of each segment in the representation. The segment index segment_index most likely to contain media samples for presentation time tp is obtained as the maximum segment index SegmentIndex, for which the start time SegmentStartTime(SegmentIndex, Representation.id) is smaller or equal to the presentation time relative to the representation start time tp-RepresentationStartTime, i.e.

segment_index = max { i | SegmentStartTime(i, MPD.Representation.id) <= tp-RepresentationStartTime }. 
The segment URI is obtained as SegmentURI(segment_index, MPD.Representation.id).

Note that segment timing information in the Media Presentation Description may be approximate due to issues related to placement of Random Access Points, alignment of media tracks and media timing drift. As a result, the segment identified by the procedure above may begin at a time slightly after tp and the media data for presentation time tp may be in the previous segment. In case of seeking, either the seek time may be updated to equal the first sample time of the retrieved file, or the preceeding file may be retrieved instead. However, note that during continuous playout, including cases where there is a switch between alternative versions, the media data for the time between tp and the start of the retrieved segment is always available.

For accurate seeking to a presentation time tp, the HTTP-Streaming Client needs to access a random access point (RAP). To determine the random access point in a segment, the client may use the information in the ‘mfra’ to locate the random access point and the corresponding presentation time in the media presentation. If no RAP with presentation time before the requested presentation time tp is available, the client may either access the previous segment or may just use the first random access point as seek result. To avoid such problems, segments should start with a RAP. 

Also note, that not necessarily all information of the segment needs to be downloaded to access the presentation time tp. The client may initially request the ‘mfra’ box from the beginning of the segment. By use of the ‘mfra’, file timing can be mapped to byte ranges of the segment. By using partial HTTP requests, only the relevant parts of the segment may be accessed for improved user experience and low start-up delays. 

12.6.3

Support for Trick Modes

The client may pause or stop a media presentation. In this case client simply stops requesting segments or parts thereof. To resume, the client sends requests to segments, starting with the next fragment after the last requested fragment.

Other trick modes such as fast-forward and backward seeking may be supported by adjusting the playout speed and/or presentation order of retrieved samples. A client may also issue requests corresponding to a subset of the samples of a representation and/or choose alternative representations with a lower bitrate in order to support higher speed playback.

12.6.4

Switching Representations

Based on updated information during an ongoing media presentation, a client may decide and desire to switch representations. Switching to a “new” representation is equivalent to tuning in or seeking to the new representation. Once switching is desired, the client should seek to a RAP in the “new” representation at a desired presentation time tp later than the current presentation time. Presenting the “old” representation up to the RAP in the “new” representation enables seamless switching. 

Aligning RAPs across different representations may be advantageous in locating RAPs in other representations. [Note: this is true only if we signal that such alignment has been performed, otherwise the client needs to get the “mfras” of all the representations anyway.
12.6.5
Live and Time-Shift Services

If the client accesses a live service as indicated by the MPD attribute MPD.type, then the client should be aware of restrictions in the access of the presentation time as specified in clause in 12.2.2.4 as well as updates to the MPD according to clause 12.2.2.6. In particular, before accessing a new segment it should ensure that its current copy of the MPD is not expired.

The client should ensure that its presentation time line closely follows the wall-clock time. Large buffering should be avoided to minimize end-to-end latency. However, the client may increase the end-to-end latency for the sake of larger buffer time to avoid buffer underruns and jitter. 

If the MPD attribute MDP.timeShiftBufferDepth is present, then the client may provide time-shift services by accessing and presenting the media presentation between actual time and the time window of MDP.timeShiftBufferDepth in the past. The client may apply seeking and trick mode operations in this time window. In particular, in case the client seeks forward in a live session, then before doing so it shall update the MPD to be able to construct a valid MPD for the desired presentation time.
12.7
Content Security

The media tracks in the continuation segments may include encrypted media as specified in [r1], clause 10. As encryption scheme, OMA DRM2.0 may be used.
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