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1 Introduction

Explicit Congestion Notification (ECN) is a method for the network to indicate to applications that it is experiencing congestion. The applications can then reduce their sending rates in order to avoid packets being dropped.
2 Background

Recently 3GPP RAN started a WID titled “Vocoder Rate Adaptation for LTE” [1]. The aim of the work item was to give operators the ability to control vocoder rates according to load conditions on the network. At SA#45, it was noted that this work item was declared 100% complete at RAN#45. Therefore SA has created the WID “System aspects of vocoder rate adaptation for LTE” [2] to cover remaining work to be done in SA2 and SA4 for Release 9. There is a related WID, which is an extension of the Release 9 WID, created by SA2 with the title “Enabling Encoder Selection for UTRAN and E-UTRAN” [3].This Release 10 WID extends the previous WID to cover not only speech codec rate adaptation, but also rate adaptation for other media types as well as codec selection.

The solution favored thus far for controlling rate adaptation involves the use of Explicit Congestion Notification (ECN) [4][5]. With ECN, when the eNodeB experiences congestion, it marks 2 bits in the IP header as ‘11’ or “Congestion Experienced” (CE). Via a feedback mechanism, the sender is notified of the congestion and can then reduce the sending rate. ECN (RFC 3168) [4] has existed for many years, but until recently [5] it has not been specified how to apply it to UDP traffic. UDP itself does not contain a feedback mechanism. However most real time applications (such as voice, video, real-time text, etc.) use RTP over UDP, which does have a feedback mechanism, namely RTCP. There is a new internet draft [5]  that specifies the use of ECN with RTP. As described in the internet draft, the receiver of IP packets that are marked “Congestion Experienced” communicates this information to the sender through the RTCP feedback packets. The sender can then reduce its bitrate (or mode for AMR, AMR-WB) in order to reduce congestion. Alternatives to this approach have been proposed in 3GPP SA4. For example the receiver of CE marked packets could just use the CMR field in the RTP payload to request that the sender reduce its bitrate. This has the advantage that additional RTCP traffic is not created (when the network is already congested) in order to communicate which packets were marked CE to the sender. It has the disadvantage that it can not be used to control the bitrates when speech is unidirectional. For codecs that do not have a CMR field in the RTP payload and for other media types, it is possible that TMMBR [6] be used to request that the sender to reduce its bitrate.
It needs to be specified in 3GPP TS 26.114 exactly how a sender’s bitrate is reduced when “Congestion Experienced” marked packets are observed. For example, consider the scenario where the AMR speech codec and the default AMR mode set for an MTSI client (corresponding to bitrates of 12.2,7.4,5.9, and 4.75 kbps) is used. If the sender is currently using the 12.2kbps rate and CE marked packets are observed, what should it do? Should it jump all the way down to 4.75 kbps? Or should it step down to the next lowest rate in the mode set and then if it continues to see CE marked packets step down again?, etc. If congestion eases, how should the bitrate be adapted back up? Also, how should user priority and emergency calls be handled?

3  ON-OFF indication of congestion and issues

Currently, the only solutions discussed are an on/off indication of congestion. Either we have CE marked packets or we don’t.
Consider, for example, the case where the default modeset for a MTSI client is used, i.e. the set of rates {4.75, 5.9, 7.4, 12.2}. One option for adaptation is to step up the rate or step down the rate with timers. The timer to step down should generally be much shorter than the timer to step up. It should be just enough time for the receiver to see the CE marked packet, communicate to the sender, have the sender reduce the sending rate, and plus a little bit of extra time for the network to observe the effects of this rate reduction. So something a little bit longer than the end to end round trip time on the order of 100-200msec would be ideal. The value will be denoted in this document as Td. The step up timer would be longer on the order of 5 seconds in order to have a gradual increase in rate. The value will be denoted in this document as Tu.

The problem with the approach of stepping up/stepping down is that absent any other triggers the codec rate always tends towards the highest or lowest rates. There is no way for the codec to stay very long in either the 7.4kbps rate or the 5.9kbps rate. If currently sending at the 7.4kbps rate, then either we will step down to the 5.9kbps rate after Td if CE marked packets are still being received, or we will step up if no CE marked packets are received (after Tu). We can put in a “floor” above 4.75kbps. For example, if ECN packets are received we can make the 5.9kbps rate the lowest rate, so that we would tend towards the 5.9kbps rate and not go below that. However, even with the floor at 5.9kbps, this does not solve the problem.  When the codec rate is 12.2kbps and the rate is reduced down to 7.4kbps, the rate has been reduced nearly 40%. This may be enough to relieve congestion and provides a noticeably better user experience than the 5.9kbps rate. However, unfortunately we can not remain at the 7.4kbps rate. The sender would either fall to the 5.9kbps rate if packets are still CE marked or it would go back up to 12.2kbps. Furthermore, by putting the floor at 5.9kbps rate, we lose the ability to use the 4.75kbps rate in times of heavy congestion where it may be needed. So by putting a floor above the lowest rate, we lose flexibility which may be needed in times of heavy congestion. Putting the floor too low gives a poor user experience and setting it higher removes options which may  be needed in times of heavy congestion. The operator does not have the ability to keep codec rates in a mid-range, which may be the “sweet spot” in terms of relieving congestion and providing a decent user experience. If the operator turns on CE marking, then the rates tend towards the lowest rate. When CE marking is turned off, the rates will gradually come back to the highest rate. One possible solution is to not allow the client to increase the rate once it has been reduced. However, if congestion is experienced early in the call and is then relieved, then there is a loss of flexibility as the user is not allowed to take advantage of the highest rate when there is no congestion. Also, clients quickly adapt down to the lowest rate. So if the client is not allowed to step back up, this may result in a very poor user experience unnecessarily after congestion has been relieved.

For codecs that don’t have a discrete set of rates, having an indication of the level of congestion would be especially valuable. For example, video codecs can use a very large range of bitrates according to frame rate, resolution, etc. If there is only a binary indication of “Congestion Experienced”, it is impossible to determine how much bitrate reduction is really needed. A drastic reduction in bitrate would significantly degrade user experience, but may not be needed.

Consider a client which is sending video at 500kbps. If the receiver sees CE marked packets, what bitrate should it request that the sender reduce to?  Even if default steps of say 10% are defined, then this has the same issue as a multirate speech codec with stepping down. As long as CE marked packets are observed, we will tend towards whatever we define as the floor. If the floor is defined as 50kbps, then we will tend towards this value. Once congestion is relieved and CE marked packets are no longer observed the rate will tend back towards 500kbps. The operator does not have the ability to keep the rate at a stable mid-range between 50kbps and 500kbps. If there is oscillation where congestion is relieved, then the rate increases until there is congestion again, then the rate is reduced again, etc., there could be a continuous fluctuation between these rates resulting in a continuous fluctuation in video quality. This would give a very poor user experience.
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