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1
Introduction 

This document proposes a structure of the Media Presentation Description that allows both templating and playlist style structures, with minimal changes to these original approaches.
Secondly, it proposes a hierarchical encoding of elements for efficiency.

2
Construction of Media Presentation Descriptions

2.1
Basic Principles
This section discusses the principles of the MPD construction. The very basic principle is to have only a single media presentation timeline, which is described through the MPD (the alternative would be to have a rough media time line through the MPD and detailed timeline(s) through the media segments). 

The MPD is construction out of “period” definitions, which provide description of a period of media play time and “representation” definition, which describes an order list of media segment URIs (either created implicitly through a template or explicitly as a playlist).  

At least one representation is defined for a single period. A representation is an ordered sequence of media segments, either described by a template or a play list. Thus, a period contains at least one media segment. 
Media Segments of several representations described for the same period are time aligned at start of a period. If media segments do not contain same duration of media data, then there is likely no time alignment between media segments of different representations. 

The MPD may contain a sequence of one or more periods.

In the following, we first describe the general MPD construction and then the realization of representation.

Generally, the content may be available with different languages or with different channel numbers (stereo, surround sound, …). The client should only fetch the used audio track. Fetching unused audio track and local discard of unused audio samples is a waste of radio resources. 

2.2
General MPD construction

A simple construction is shown in the figure below: Here, the MPD is a sequence of two period elements, which describe the available alternative representations. Three alternative representations with different bitrates (100kbps, 200kbps and 400kbps) are available during the first period of media play time and two different representations during the second. Here, video and audio properties are defined for each representation.
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A more hierarchical structured MPD is shown in the figure below. Here, each representation element only describes the ordered list of URI, referencing the media segments. All representations are encoded with codec profile settings such as H.264 @ Baseline Profile Level 1.3 and AAC audio but with a different total media bitrate. The first period contains three different representations and the second period only two.
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A more advanced MPD is depicted below. Here, the content is offered with alternative languages during the third period. Two alternative period constructions exist for the same period, one with English language and one with French. 
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A very important difference between different media qualities as representation alternatives and different languages as representation alternatives is the reason to select the representation. Different media qualities are selected based on the estimation of the available link bitrate. The client estimates somehow the available link bitrate and the device selects the according representation. Different languages depend either on user preferences to get the content in a specific language or on content offering (i.e. content is only offered with English language). The receiver should never change the language because of the outcome of the available link bitrate estimation. 
The similar paradigm applies for different resolutions. The device may select the resolution because of the device capabilities (e.g. a phone with VGA display). Once the device has selected the resolution of the content, the device will continue fetching content with this selected resolution.  This example is actually depicted in the next figure.
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2.3
Realization of representations

There are different ways to describe the sequence of URIs, referencing the needed Media Segments of one representation. Either, the media segments are described using a template approach or the media segments described explicitly by a playlist. 
When a template approach is used, the media segments shall contain exactly same media duration per segments of a reference track, so that the media client can derive the normal media play time of the content. The range of valid indexes is defined for each template.
Example for describing the sequence of media segments URIs as a template:
<representation

      RequestURL="http://www.example.com/content/example.3gp/R1/$SegmentNumber$"

      Bandwidth=”200000”
      SegmentNumberStart=”11”  

      SegmentDuration=”10s”

    />

Here, the ordered sequence of media segment URIs is described through a template.  Here, only a single index (ie. $SegmentNumber$) is used in the MPD. The valid  index range is described through the SegmentNumberStart and SegmentDuration.
When a playlist approach is used to describe the sequence of URIs, referencing the media segments, then each media segment may contains different durations of media data. The contained media duration should be explicitly given for each media segment, so that the client can calculate the normal media play time line from the segments.

Example for describing the sequence of media segments URIs as playlist:

    <representation

      Bandwidth=”200000”
      <segment dur=”20s” RequestURL=”http://www.example.com/content/example.3gp/R1/Clips11/”>
      <segment dur=”21s” RequestURL=”http://www.example.com/content/example.3gp/R1/Clips12/”>
      <segment dur=”19s” RequestURL=”http://www.example.com/content/example.3gp/R1/Clips13/”>
      <segment dur=”19s” RequestURL=”http://www.example.com/content/example.3gp/R1/Clips14/”>
      <segment dur=”21s” RequestURL=”http://www.example.com/content/example.3gp/R1/Clips15/”>

    </representation > 
Here, the exact duration is described for each media segments. The precision of the duration attribute is at least milliseconds.

2.4 
Client Behavior

The full media play time is described through the MPD. The client first fetch the MPD to get a description of the sequence of Media Segment URIs, possibly alternative encodings with different codecs, possibly availability of alternative languages and possibly availability of alternative resolutions (e.g. QCIF; QVGA or VGA).

Selection of codecs, language and resolution depends on device and user preferences. For the language, the user defines a general preference (e.g. explicitly or implicitly through the language settings of the phone). Selection of resolutions and codecs depend on the device capabilities. For example, if the device has a QVGA display, then the VGA resolution will not be used. 
Change of audio track (e.g. language) may happen during rendering based on user input at any time. The client may even change the audio track when the head set is connected. Note 3GPP is currently also investigating the feasibility of surround sound.  

In order to save radio resources, only the used audio track should be received. 

Certain audio tracks (e.g. languages) may only be available during some periods of play time. For instance, advertisements are only available in the local language, but the move is available with multiple language alternatives. If the selected audio track is not available during all periods of play time, then the client may select the default language or just the first available.

Generally, the client does typically not change the audio track based on link bitrate estimations. It would lead to a very bad quality of experience, when the language would “jump” frequently between French and English; only because e.g. one language is encoded at a different media bitrate. 

The client behavior for different display resolutions is similar. The content might be available in two different resolutions, e.g. QVGA and VGA. The terminals selects the best suitable resolution based on terminal preferences or user preferences and typically does not change the resolutions. It might happen that the terminal should change to a lower resolution because of too bad connectivity. However, this type of adaptation choices is likely only very seldom happening (if at all). 

In order to provide the best possible quality of experience for the end-user, the client adjusts the media quality of the video to the available link bit rate. Therefore the client may continuously estimate the available link bitrate and selects the best suitable representation (implementation specific). 

2.5
Support for Live Cases

This section assumes a static MPD (thus no updated during the streaming sessions).
Support for live cases is possible even if the MPD does not update. The live session may be bounded to future, e.g. just 3h live transmission of a sports event or even unbounded live transmission. If the live transmission has a well-defined end, then the live session can be described through the MPD. Requirements: The terminal must be time synchronized with the server to a rough precision. The MPD describes the mapping of the media play timeline with the server time or a wall clock time (e.g. NTP). A single synchronization point is needed, preferably the start of the MPD time line.

Example: The MPD defines that the media play time starts at 1605h CET (human readable for sake of simplicity here). When the terminal is time synchronized with a certain precision, then the terminal can always determine the latest available media segment (or the media segment, which is currently under construction). 
Timeshifting is straight forward, when the terminal has a sufficiently precise understanding of the “latest available media segment”. The timeshift buffer may be described in “normal media play time” or in “number of segments”.

2.6 
Updating the Media Presentation Descriptions

The content provider may need to update the Media Presentation Descriptions in particular during Live Sessions. Additional representations may become available during a certain live session or are removed. For instance, the content provider may decide to provide a higher quality representation during a live session. Another typical example might be to increase flexibility of ad-insertion. Therefore, there must be a mechanism to update the Media Presentation description for the client. 

In principle, there is only one Media Presentation Description, which is possibly modified. This basic principle is known from RSS and Atom type of content distribution. A single XML structured document is modified on the server. In RSS, the XML document contains a number of <item> elements, which contain the information. In case of HTTP Streaming, the server may add new “period” descriptions to the media presentation. Only period at the start of the media play time described in the MPD or at the end of the MPD may be modified.
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Updated MPD

The two MPDs above depict the updating process: The left MPD contains only two period descriptions. The media play time described by the MPD is unbounded “to future”. When the content provider wants to add new representations of the content, it adds a new period description to the end of the media play time line. Of course, latest period description must be modified to describe the valid range of media URIs (note the template construction may be changed with the new representation). 

There are two different ways for the client to become aware of MPD updates: 

1. RSS like polling: The Media Client frequently polls for new MPD updates. The poll interval is optionally given in the MPD description. Note, since MPD files are much smaller than Media Segments, MPDs are much easier to handle by HTTP caches than Media Segments. Any existing caching hierarchy is anyhow optimized to handled the steadily increasing number of RSS feeds
2. Push notifications: The Media Client is notified by the server about an MPD update. The notification is basically send in-band with the Media Segments. The server provides the new MPD together with the Media Segments in a Multipart Mime container. Intermediate caches handle such multipart mime containers like any other files. If the client is in time shift mode, then the client shall poll the server for MPD updates before any seek operation. Note, HTTP cache control paradigms must be used for the MPD to control caching in HTTP caches.
3 
Proposal
Following proposals are in particular for agreement:

· It is proposed to agree the basic principles and the general MPD structure as described in section 2.1 and section 2.2. Precise name for the “period” construction element may be changed.

· It is proposed to allow template base constructions and play list construction descriptions as described in section 2.3. The representation element may contain template related attributes or play list related attributes.

· Most of the client behavior as described in section 2.4 is client implementation specific. However, the handling of alternative audio tracks and the handling of alternative video resolution tracks is proposed as working assumption.
· Principle Handling of Live cases with static MPD is proposed as working assumption. Details about timeshift buffer realization is open.

· Principle handling of dynamic MPD updates is proposed as working assumption. In particular notification option two (combination of media segments to a multipart mime document) is proposed as working assumption.
4
Examples
The proposal is to define a “period” element, similar to that of an element in a playlist.  Inside this period are representations, just like in the standard template based approach.

An example of standard template based HTTP streaming (without playlists) is shown below:

<?xml version="1.0" encoding="UTF-8"?>

<mpd xmlns="urn:3GPP:metadata:2009:PSS:HTTPStreaming" 

     Type="OnDemand" 

     Duration="240s" >

  <Period Start=”0” Duration=”240s”>

    <representation

      RequestURL="http://www.example.com/content/example.3gp/R1/$SegmentNumber$"

      Bandwidth=”200000”  

      Language=”en”

      Width=”320” Height=”240”

      SegmentDuration=”10s”

    />

    <representation

      RequestURL="http://www.example.com/content/example.3gp/R2/$SegmentNumber$"

      Bandwidth=”400000”  

      Language=”en”

      Width=”320” Height=”240”

      SegmentDuration=”5s”

    />

  </Period>

</mpd>
Two representations are provided.  Note that the template syntax is TBD, as is the entire representation syntax.

A playlist style manifest has a similar structure but with multiple period elements.  An example is as follows:

<?xml version="1.0" encoding="UTF-8"?>

<mpd xmlns="urn:3GPP:metadata:2009:PSS:HTTPStreaming" 

     Type="OnDemand" 

     Duration="240s" >

<Period Start=”0”>

  <representation

    RequestURL="http://www.example.com/content/example.3gp/R1/1"

    Bandwidth=”200000”  

    Language=”en”

    Width=”320” Height=”240”

  />

  <representation

    RequestURL="http://www.example.com/content/example.3gp/R2/1"

    Bandwidth=”400000”  

    Language=”en”

    Width=”320” Height=”240”

  />

</Period>

<Period Start=”10s”>

  <representation

    RequestURL="http://www.example.com/content/example.3gp/R1/2"

    Bandwidth=”200000”  

    Language=”en”

    Width=”320” Height=”240”

  />

  <representation

    RequestURL="http://www.example.com/content/example.3gp/R2/2"

    Bandwidth=”400000”  

    Language=”en”

    Width=”320” Height=”240”

  />

</Period>

<Period Start=”20s”>

  <representation

    RequestURL="http://www.example.com/content/example.3gp/R1/3"

    Bandwidth=”200000”  

    Language=”en”

    Width=”320” Height=”240”

  />

  <representation

    RequestURL="http://www.example.com/content/example.3gp/R2/3"

    Bandwidth=”400000”  

    Language=”en”

    Width=”320” Height=”240”

  />

</Period>

Note that templates are not used in this example.

Thirdly, an example shows how playlists and templates are combined.  Here a playlist links three template presentations (e.g. 1 TV program split in two with an advertisement in the middle)

<?xml version="1.0" encoding="UTF-8"?>

<mpd xmlns="urn:3GPP:metadata:2009:PSS:HTTPStreaming" 

     Type="OnDemand" 

     Duration="240s" >

  <Period Start=”0” Duration=”110s”>

    <representation

      RequestURL="http://www.example.com/content/example.3gp/R1/$SegmentNumber$"

      Bandwidth=”200000”  

      Language=”en”

      Width=”320” Height=”240”

      SegmentDuration=”10s”

    />

    <representation

      RequestURL="http://www.example.com/content/example.3gp/R2/$SegmentNumber$"

      Bandwidth=”400000”  

      Language=”en”

      Width=”320” Height=”240”

      SegmentDuration=”5s”

    />

  </Period>

  <Period Start=”110” Duration=”10s”>

    <representation

      RequestURL="http://www.example2.com/content/example.3gp/$SegmentNumber$"

      Bandwidth=”200000”  

      Language=”en”

      Width=”320” Height=”240”
     SegmentDuration=”5s”

    />

  </Period>

  <Period Start=”120” Duration=”120s”>

    <representation

      RequestURL="http://www.example.com/content/example.3gp/R1/$SegmentNumber$"

      Bandwidth=”200000”  

      Language=”en”

      Width=”320” Height=”240”
      SegmentNumberStart=”11” 
      SegmentDuration=”10s”

    /> 
    <representation

      RequestURL="http://www.example.com/content/example.3gp/R2/$SegmentNumber$"

      Bandwidth=”400000”  

      Language=”en”

      Width=”320” Height=”240”

      SegmentNumberStart=”22” 
      SegmentDuration=”5s”

    />

  </Period>

</mpd>

As can be seen above, and in the MPDs described elsewhere, there may be a lot of correlation among channels.  For example, all channels except one may be English, or even the URL describing different representations may be common until the last characters.  We propose to use the hierarchical structure of XML to efficiently encode this.  

As an example, the language attribute can be applied on all levels.  It then defines the language for the entire sub-tree in question unless overridden.  We propose this be the default behavior for this and other descriptive elements.
Another is to allow for a RequestURLExtension element.  Here the requestURL can be described on the “Period” element (e.g. “RequestURL=http://www.example.com/content/example.3gp/” ) and extended on the representation level (e.g. RequestURLExtension="R2/$SegmentNumber$")



































































