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1. 
Introduction
This contribution discusses the performance test issue against packet loss regarding robustness to packet loss and delay jitter in TR 22.813.
The 3GPP TS 26.114 [1] provided a guideline for evaluating the performance of delay jitter buffer, but it did not deal with the impact of packet loss to perceptual quality. Conventionally, the quality of speech codec in packet loss environments has been measured using artificially generated error patterns with ITU-T G.191 software toolkit [2], which can control both random and burst types of error patterns. However, as in the 3GPP TS 26.114 [1], the characteristics of packet error patterns varied depending on the type of jitter buffer control mechanism. Since no jitter buffer control logic has been standardized at this moment, it is not easy to determine the error patterns or simulation tools for evaluating the performance of speech codec. To avoid the problem on quality variation depending on the type of frame error patterns, we may need another approach to verify the effectiveness of the candidate codec in packet loss environments.
2. 
Evaluating quality degradation of packet loss using frame classification
It is well known that the degradation of the packet loss to perceptual quality highly varies depending on the location where packet loss occurs. There is virtually no quality degradation if the lost packet is in silence region. On the contrary, the quality drops significantly if onset or transition packet frames are lost. Since most state-of-the-art speech codecs adopt prediction-based schemes, the distortion caused by the specific packet error propagates longer if the lost packet plays a key role in prediction [3]. To appropriately evaluate the perceptual quality in packet loss conditions, we may design a testing scheme that utilizes frame classification information. Fig. 1 depicts an example block diagram of the test system. The frame classification module classifies the type of each packet (or encoding frame) into several classes, e.g. stationary, quasi-stationary, transition, or background. The classification module can be replaced by manually driven information if there is an accuracy issue on the automatic classification algorithm. The control block defines the testing condition such as frame error rate or the characteristics of error patterns. To increase the credibility of the codec performance, it would be better to generate as many error patterns as possible in each given input signal. The perceptual quality of each codec is measured by either subjectively or objectively. The final performance of candidate codec should be evaluated by analyzing the test results of each class.  Please note that subjective listening tests should be limited to the cases of several error patterns to save cost.
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Fig. 1  Example of the quality test system
3. 
Conclusion
This contribution proposes an idea to evaluate the performance of EVS codec in packet loss conditions. By adopting a classification, an error pattern control block, and an objective quality measurement blocks, the robustness of the candidate codec to packet loss can be accurately evaluated. The detailed testing scenario needs to be further discussed in case this proposal is adopted.
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