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1. Introduction
One of the main points justifying the EVS activity is “Progress of speech coding technology should make possible very significant enhancement of coding efficiency, quality of service and overall speech coding performance over IP” [1]. The underlined sentence, besides pointing to the scope of an IP transport, suggests that an important aspect of the codec is its performance in an IP context.

This contribution provides a justification for a set of high level requirements which would enable the EVS codec to reach the expected level of optimized IP operation under an MTSI assumption. 
2. Performance Requirements

Traditional speech coding technology has been for a long time designed for CS based transport. Under such assumption, the operating point of speech codecs is usually defined by a fixed delay value and a variable FER value which depends on the channel condition and the underlying access technology.

In a PS transport mechanism, the situation is different; the domain of operation points of the codec is extended to include a variable delay (jitter) and a variable FER. Under these conditions, it is hardly justifiable to impose CS-like requirements on the EVS codec given that the latter is intended to operate in an IP environment.

The current draft TR 22.813 recommends that the quality of the EVS codec should be evaluated in ideal and realistic communication scenario. Traditionally, a realistic communication scenario is defined using different input signals, i.e. noisy input signals, interfering talkers, as well as an evaluation of robustness to frame erasures with different FER. As stated earlier, the conditions in a VoIP application are different and a realistic communication scenario has to take into account delay jitter. 

In practice, this means that the evaluation of the speech quality of the EVS codec should include the performance with different delay and error profiles assuming the usage of a JBM algorithm meeting or exceeding the objective performance requirements defined in 3GPP TS 26.114 Clause 8.2.3:
Table 1 Example of channel profiles as used in 3GPP TS 26.114
	Profile
	Characteristics
	Packet loss rate (%)

	1
	Low-amplitude, static jitter characteristics, 1 frame/packet
	0

	2
	Hi-amplitude, semi-static jitter characteristics, 1 frame/packet
	0.24

	3
	Low/high/low amplitude, changing jitter, 1 frame/packet
	0.51

	4
	Low/high/low/high, changing jitter, 1 frame/packet
	2.4

	5
	Moderate jitter with occasional delay spikes, 2 frames/packet (7 500 IP packets, 15 000 speech frames)
	5.9

	6
	Moderate jitter with severe delay spikes, 1 frame/packet
	0.1


3. Jitter buffer adaptation unit
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Figure 1: Example structure of an MTSI speech receiver (from 3GPP TS 26.114)
TS 26.114 defines Jitter Buffer Management (JBM) as the actual buffer as well as any control, adaptation and media processing algorithm (excluding speech decoder) used in the management of the jitter induced in the transport channel. An illustration of an exemplary structure of an MTSI speech receiver with adaptive jitter buffer is shown in Figure 1.

The separation of the media adaptation unit and the speech decoder results in unnecessary additional complexity and additional media processing delay. Merging the functionality of adaptation units and decoding would
1. Reduce complexity

2. Reduce possible media processing delay

3. Allow a better and higher quality adaptation since the adaptation unit will have access to the decoding parameters

According to 3GPP TS 26.114 the adaptation unit is defined as:
“Adaptation unit: The adaptation unit shortens or extends the output signal length according to requests given by the adaptation control logic to enable buffer delay adjustment in a transparent manner. The adaptation is performed using the frame based or sample based time scaling on the decoder output signal during comfort noise periods only or during active speech and comfort noise. The buffer control logic should have a mechanism to limit the maximum scaling ratio. Providing a scaling window in which the targeted time scale modifications are performed improves the situation in certain scenarios - e.g. when reacting to the clock drift or to a request of inter-media (re)synchronization - by allowing flexibility in allocating the scaling request on several frames and performing the scaling on a content-aware manner. The adaptation unit may be implemented either in a separate entity from the speech decoder or embedded within the decoder.”

Merging the adaptation unit with the EVS decoder is therefore allowed, Figure 2. Shows an example of an MTSI receiver using the EVS codec with an embedded adaptation unit:
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Figure 2: Example structure of an MTSI speech receiver using EVS
In order to be able to support such an optimized IP functionality it is proposed to add a requirement to the EVS decoder to embed an adaptation unit and define an interface between the Adaptation control unit and the EVS decoder in order to be able to optimize the operation of EVS in a VoIP application. 
4. Conclusion
In order to optimize the operation of a codec for IP, it is proposed to have the following requirements on a potential EVS codec:

1. The performance of the codec shall be evaluated in a realistic scenario including different delay and error profiles consistent with the objective requirements on JBM in TS 26.114.
2. The EVS shall embed the adaptation unit of a JBM into the decoder in order to reduce complexity, delay and lead to a higher quality speech output.
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