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1 Introduction

In order to provide a good user experience, HTTP streamed content should be adaptable to channel conditions and to the resources of the client (display resolutions, MIPS, etc.) as is the case for 3GPP Packet Switched Streaming Service [1]. This adaptation can in theory be controlled by the client or by the server.
There are numerous advantages detailed in [2],[3] to having an HTTP streaming service where the adaptation is controlled by the client.
In the Permanent Document for PSS and MBMS Extensions [4] it was agreed that HTTP streaming shall be possible with standard HTTP (1.1 and higher) servers. This particular contribution pertains to use cases where the client controls the adaptation and therefore needs access to the relevant metadata.
If the client controls the adaptation, then the client needs to know what codecs, resolutions, bit-rates, etc. are available for the content that it would like HTTP streamed. This contribution provides an XML Schema for describing to the client what types of encoded content exist on the server and what format they are in.
A content interval will be defined in this document to mean a constant time duration of content, with the content intervals (a countably infinite number in the case of live streaming) partitioning the content. A content interval will correspond to multiple fragments. Each fragment corresponds to a particular 3GPP file [5] on the server which encodes the content interval at a particular bitrate and with a particular codec. Choosing the content intervals to have constant time duration is convenient for seeking and adaptation.

It is assumed here that the different encodings of the content use “movie fragments” as described in [6] and supported by the 3GPP file format. All references to “fragments” in this document are referring to “movie fragments”.
2 Explanation of the XML Schema
The XML media format description, an instance of the XML schema described here and contained in the attached file “XML_schema_for_media_format_description_for_HTTP_streaming.xsd”, could be written once and copied to the meta box of each file containing an alternative encoding of the content.
The relevant metadata to describe the encoded content for HTTP client controlled streaming is part of the element named “mediaFormatDescription”. There is initially a “choice” indicator which allows for the possibility that the only element inside “mediaFormatDescription” is a link to an external file. The external file would in this case follow the same XML schema. So the client could check the meta box within the 3GPP file first and find the link to an external XML description of the media format if one existed.
If the first element  within mediaFormatDescription is “live_or_onDemand”, then there can be assumed to be at least a description of the alternative media files within the meta box. The second element after “live_or_onDemand” is an element named “defaultFragmentDuration”. This element takes a decimal value such as “10”. The units of “defaultFragmentDuration” are seconds and are not listed as part of the element text.  

Each 3GPP file that contains an alternative encoding is described by the “fileDescription” element. The first child element of “fileDescription” contains a link to the actual 3GPP file. The “fileDescription” contains any number of “audioDescription” and “videoDescription” elements, although it is thought that a likely case would be one “audioDescription” and one “videoDescription”. An “audioDescription” contains the “codec”, “samplingRate”, “channels”, and “avgBitrate” elements. “samplingRate” and “avgBitrate” are given in units of kHz and kbps, respectively, and the units are not included as part of the element text. “channels” contains the number of channels, for example 2 for stereo. Valid values for the “codec” element could include “AMR, AMR-WB, AMR-WB+, AAC-LC, HE-AAC, and HE-AACv2” for example. The “videoDescription” element contains the “codec”, “profile”, “level”, “resolution”, “avgBitrate”, and “maxFramerate” child elements. “avgBitrate” and “maxFramerate” are given in units of kbps and Hz, respectively, and the units are not included in the element text. Valid content for the “codec” element in the case of “videoDescription” could include “MPEG-4, H.263, and H.264” for example. 

 The last child element of “fileDescription” is “hexDigitsPerFragmentSize”.  The size of a fragment obviously depends on the bitrate of the encoded media type(s) and also on the time duration of the fragment. For many applications this size will need 5, 6, or 7 hex digits. Some bandwidth can be saved by only using the number of hex digits which are actually needed for a particular file.
The next element within “mediaFormatDescription” is “initialFragmentOffsets”. This is a list of addresses (8 hex digits byte offsets) of the first fragments in time. The order of the addresses corresponds to the order of the “fileDescription” elements. So, for example, the first address corresponds to the address of the first fragment of the file linked in the first occurrence of the “fileDescription” element. The second address, if it exists, corresponds to the address of the first fragment of the file linked in the second occurrence of “fileDescription”.
Next comes either a series of “fragmentLine” elements or a link to an external file containing these. A “fragmentLine” element consists of a required “index” attribute, an optional “duration” attribute, and a list of fragment sizes. Each content interval will have a corresponding index. All of the fragments corresponding to a content interval will be associated with the same index. The fragment sizes are listed in the order of occurrence of their corresponding “fileDescription” elements and contain the number of hex digits corresponding to “hexDigitsPerFragmentSize”. If there is an “externalFormatDescriptionLink” element instead of a “fragmentLine”, then this element will contain the link of a URI of an XML file. This XML file will contain a “fragmentDescriptionFile” element as its root element and will contain a possibly unlimited number of “fragmentLine” child elements. This type of file will have its own XML Schema as in the attached file “XML_schema_for_fragment_description_file”. So, the client first obtains an address for all of the first fragments from the “initialFragmentOffsets” element. Then the client obtains the fragmentLines and by knowing the sizes of each fragment as specified by the fragment lines, the client can find the address of the next fragment. As mentioned, the “fragmentLine” has the optional attribute “duration”. This has a decimal value. It can be used to change to a new fragment duration. If there is an increase in the fragment duration over the default, then the client should take into account that the number of hex digits to specify the size may increase as well since the default size for each encoding corresponded to the default fragment duration. 
An example instance of both schemas is also attached.
3 Proposal

It is proposed to use the two XML schemas attached to this contribution in the way described here for client controlled HTTP streaming. 
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