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1 Introduction

Static HTTP streaming is an approach for delivering media content over HTTP as static content. The serving web server is not required to prepare the content in any way. Instead, the content preparation is done in advance, possibly offline, by a separate entity. This document proposes two different options to realize static HTTP streaming that are based on the 3GP file format and the movie fragmentation tools. It concludes with proposals to adopt as working assumptions.
2 Static HTTP Streaming
Static HTTP streaming refers to the fact that the content preparation has been performed prior to making it available on the web server. The server may then be a web server that serves the media file(s) as any other regular static file. This also enhances the network performance, since cache hits become more likely, given that the options for requesting and controlling the content delivery are limited by the content provider. Hence, static HTTP streaming opts for deployment simplicity at the cost of reduced client control.
The static HTTP streaming solution defines how the content is to be formatted and stored as well as the client behavior to stream the content. The content preparation shall provide the content in a format compliant with the 3GP file format. In order to prevent long download and processing delays, the metadata shall be fragmented in smaller fragments that cover media content of a relatively short duration (e.g. 1-10 seconds).
The content may be provided in one of two formats: 
1)  fragmented content: media data and the corresponding metadata are split over multiple smaller pieces, where each content piece is stored and accessible separately, or 
2)  fragmented metadata:  metadata is stored in a single file as fragmented pieces, the media data may be stored in the same file but are preferably stored in a separate file without fragmentation. 

Option 1 has some significant drawbacks which are the tedious content preparation process as well as the processing overhead at web servers and caches to manage thousands of small files per content piece. As an example, for one content item of 20 minutes duration and which is available in 5 different video bitrates, 2 different video codecs, 2 audio languages, the number of file pieces would be 2400 to 24000 for fragments of duration 10 seconds or 1 second respectively. On the other hand, it offers easy accessibility to the content for the client as well as very basic web server deployment.
The second option relies on the usage of HTTP byte ranges, which are widely supported by web servers and caches on the market (Microsoft IIS and ISA, Apache, Squid, ). The client extracts the appropriate media data by locating and referring to it using byte ranges. This approach reduces the effort for the content preparation at the cost of increased complexity at the client side. 
In the rest of the contribution, we describe the realization of the two approaches for static HTTP streaming. 
2.1 Fragmented Content

The content is fragmented in several uniquely accessible media fragments. Each fragment is equivalent to a 3GP movie fragment and is identified through a specific MIME type (e.g. “video/3gpp-fragments”). A content fragment consists of a “moof” and “mdat” box pair, optionally followed by an “mfra” box. The fragment duration should be approximately the same for all content fragments. The duration of the content fragments is signaled out-of-band, e.g. in the content delivery description.
The content fragments are assigned a fragment index. The index 0 refers to the file prefix, which contains the “ftyp” and “moov” boxes. The first content fragment is indexed by value 1. Each consecutive content fragment is assigned an index that is incremented by 1.

The URL to retrieve a specific content fragment is constructed based on the rules provided in the URL pattern, where the parameters are inserted to replace the parameter placeholders. This approach makes use of the fragment index parameter, which is used by the client to retrieve a specific content fragment. 

This approach simplifies the realization of live streaming and of content seeking by allowing the client to retrieve content fragments based on their indices. The indices are easily mapped into time ranges. Contrary to dynamic HTTP Streaming, this approach is subject to the limitations of the fragmentation process used in the content preparation step.

2.2 Fragmented Metadata

The content is stored in 2 or more files, where the metadata is stored separately from the media data. The metadata is stored in a fragmented manner using movie fragments (‘moof’ boxes) as described in the following figure.
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The media data may be stored in one or more files. The samples of each media component (represented by a track in the metadata) have to be stored together in the same file. A reference to the URL of the file that contains the media data of a specific track is given in the “dref” box. The track fragments and track runs provide byte offsets to the media samples in the corresponding media data file.
The static HTTP streaming client establishes a TCP connection that is dedicated to the retrieval of the metadata. The media data is retrieved over a separate TCP connection(s). The metadata file is downloaded and progressively parsed to locate movie fragments. Upon successfully parsing a movie fragment, the corresponding media samples are retrieved using an HTTP GET request and with Range header field set to the appropriate media sample offsets.

The following is an example of an HTTP GET request with byte ranges:

GET http://www.example.com/content/mediafile.dat HTTP/1.1 
Accept: */*
Host: www.example.com
User-Agent: NOKIA Client/5.0 (Compatible; Mozilla/4.0)
Range: bytes=235478-237983

The metadata file may be downloaded using one of the following options:
1. Complete download, if the size is known  a-priori, i.e. in case of pre-recorded content

2. Partial retrieval using byte ranges and the size and type of the boxes (first 8 bytes). This is equally appropriate for live and pre-recorded content.

3. Download in HTTP/1.1 chunked mode, when the size of the file is not known a-priori, e.g. in the case of live streaming. The metadata is delivered in chunks, where each chunk indicates its relative size. The chunks are delivered sequentially. 

In order to simplify offset calculation at the client side, both “base_data_offset” in the “tfhd” box as well as “data_offset” in the “trun” box shall be present. In addition, the “sample_size” and the “sample_duration” in the “trun” box shall also be present for each sample in the track fragment run.
The requirements on the content preparation format are easily verified by checking the “ftyp” box. A new brand is defined to identify an HTTP streaming profile of the 3GP file format. 
3 Proposal

We propose the following:
· Adopt the 3GP file format based on movie fragments for the delivery of metadata and media data over HTTP.

· Adopt the proposed two options (with or without usage of byte ranges) for the static delivery of media content over HTTP

- 4/4 -

_1315643210.vsd
moof


moof


mfhd


traf


tfhd


trun


trun


traf


tfhd


trun


trun


ftyp


mfra


moov


mvhd


track


mvex


trex


track


trex


Metadata file (compliant to 3GP file format with references to external media data)


dref


dref


Media data file(s)



