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This contribution proposes a description of the SVC solution proposal.  SVC allows for different forms of scalability that may be exploited to address the different use cases that are relevant for Improved Video Support.
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7.1.1
Scalable Video Coding

Scalable video coding has been widely investigated in academia and industry during the past twenty years. However, before the standardization of the the H.264 extension on SVC, scalable video coding was always linked to increased complexity and drop in coding efficiency when compared to non-scalable video coding. Hence, scalable video coding was rarely used and alternative techniques such as the deployment of simulcast (multiple representations of the same content, encoded at different bitrates) were preferred. Though simulcast causes significant increases in the resulting total bit-rate, there is no penalty in the complexity.

SVC was designed to address earlier shortcomings of scalable video coding solutions such as increased complexity and significant compression efficiency penalty (compared to similar single layer compression). The former is achieved by imposing base layer compatibility with H.264/AVC streams as well as the single-loop decoding. The latter is achieved by a sophisticated set of inter-layer prediction tools that is described in detail in the sequel.

H.264/AVC supports three different types of scalability: spatial scalability, temporal scalability, and quality scalability. Temporal scalability is realized using the already existing reference picture selection flexibility in H.264/AVC as well as bi-directionally predicted B-pictures. The prediction dependencies of B-pictures are arranged in a hierarchical structure. Furthermore, appropriate rate control is used to adjust the bit budget of each picture to be proportional to its temporal importance in a procedure called quantization parameter cascading. The slightly and gradually reduced picture quality of the hierarchical B-pictures has been shown not to significantly impact the subjective quality and the watching experience, while showing high compression efficiency. Figure 1 shows an example of the realization of temporal scalability using hierarchical B-pictures. The example shows 4 different temporal levels, resulting in one base layer and 3 temporal enhancement layers. This allows the frame rate to be scaled by a factor up to 8 (e.g. from 60Hz to 7.5Hz). Unfortunately, this approach has the drawback that it incurs a relatively high decoding delay that is exponentially proportional to the number of temporal layers, since the pictures have to be decoded in a different order than their display order. As the coding gain also diminishes with the increasing number of hierarchy levels, it is not appropriate to generate a high number of temporal layers. An alternative to the above mentioned approach for temporal scalability is the use of low-delay uni-directional prediction structures, hence avoiding the out-of-display-order decoding at the cost of reduced coding efficiency.
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Figure 1 Temporal Scalability with Hierarchical B-Picture Structure in H.264/SVC

Spatial scalability is the most important scalability type in SVC. It enables encoding a video sequence into a video bit stream that contains one or more subset bit streams and where each of these subsets provides a video at a different spatial resolution. The spatially scalable video caters for the needs of different consumer devices with different display capabilities and processing power. Figure 2 depicts an example for a prediction structure for spatial scalability (QCIF to CIF resolution). The spatial scalability layer is enhanced with an additional temporal scalability layer that doubles the frame rate at the CIF resolution. 
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Figure 2 Example Prediction Structure for Spatial Scalability
SVC defines three different inter-layer prediction modes that are designed to enable the single-loop low complexity decoding at the decoder. In other words, motion compensation is performed only once at the target layer at the decoder. The inter-layer prediction tools are inter-layer INTRA (texture) prediction, inter-layer motion prediction, and inter-layer residual prediction.

Inter-layer INTRA prediction enables texture prediction from the base layer at co-located macro-blocks (after upsampling). It is restricted to INTRA coded macroblocks at the lower layer. The up-sampling of the macroblock texture is performed using well-specified up-sampling filters (a 4-tap filter for Luma samples and bi-linear filter from chroma samples). Inter-layer motion prediction implies prediction of the base layer motion vector from the co-located INTER-coded macro-block (after upsampling) of the lower layer. The prediction involves all components of the motion vector: the macro-block partitioning structures, the reference picture indices, and the x- and y- components representing the motion direction. Finally, the inter-layer residual prediction allows inter-layer prediction from the residual after INTER-prediction at the lower layer. At the decoder side, the residual information of the target layer is built up by summing all correctly up-scaled residuals of the lower dependent layers. 

The third prediction type in SVC is quality scalability. Quality scalability enables the achievement of different operation points, each yielding a different video quality. Coarse Grain Scalability (CGS) is a form of quality scalability that uses the same tools as the spatial scalability, hence operating in the spatial domain. Alternatively, Medium Grain Scalability (MGS) may be used to achieve quality scalability performing the inter-layer prediction at the transform domain. Two techniques are advocated for MGS scalability: splitting number of transform coefficients and encoding difference of transform coefficients quantized using different quantization parameters. MGS significantly reduces the complexity at encoder and decoder. CGS may be seen as a variant of spatial scalability where the spatial scaling factor is set to one. Quality scalability may be used to address different use cases such as rate adaptation or for offering a high quality pay service.

7.1.1.1
Solution Configuration

For the purposes of improved video support in 3GPP services, SVC should be used in a configuration that allows backwards compatibility to basic terminals. This is inherently provided by SVC by requesting the base layer to be H.264/AVC compatible. Furthermore, it has to be ensured that the base layer also conforms to the minimal requirements for basic services. This results in a requirement to have conformance with the restricted baseline profile of H.264/AVC. By consequence, SVC has to be used according to the Scalable Baseline profile.

Additionally, the level selection for a base layer has to be aligned with the minimal level requirements for 3GPP services. For enhancement layers, the level selection is proposed to be set to level 3.
The improved video support is meant to address the needs of advanced terminals, as such the proposed solution should be optional for service provider and for UE. Appropriate mechanisms to properly announce and setup the session (either including or excluding enhancement layers) are available or should be extended. If UE supports SVC and it detects that the service also provides SVC enhancement layer(s), then the UE is able to consume the service at an improved quality/resolution.

[x] 
ITU-T, ISO/IEC, ITU-T recommendation H.264(2008), Advanced video coding for generic audiovisual services. ISO/IEC 14496- 10:2008 Information technology—Coding of audiovisual objects— part 10: Advanced Video Coding, fourth ed., 2008. 
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