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1. Introduction
As part of the WID on Vocoder Rate Adaptation for LTE, SA2 and RAN2 have agreed on CR’s to introduce the use of ECN [1] to allow the eNB to indicate that the UE should adapt its vocoder rate/mode.
SA4 has been tasked with specifying how the UEs shall make use of the ECN bits and protocol for achieving vocoder rate adaptation.  

Since ECN usage for RTP over UDP has not been defined in IETF, there is work in the IETF AVT WG to develop a draft, and eventually an RFC to describe this [2][3][4].  3GPP SA4 should consider how much of this work in the IETF should be applied to the 3GPP UEs and network, evaluating the pros and cons of the different IETF procedures being proposed.

This contribution analyzes these issues based on [2].

2. Internet Draft under Development
Based on the discussions at the AVT WG meeting in Stockholm, [2] is to be merged with the two other drafts [3] [4] submitted on ECN for RTP over UDP.   Furthermore, it was pointed out in the Stockholm meeting that there are multi-point scenarios and topologies with translators & mixers which involve non-trivial solutions that still need to be developed in the updated draft.  Although 3GPP may be more interested in the simpler point-to-point topologies, IETF has to provide a solution for all of these scenarios when developing an internet draft.  
So while the updated/merged draft is unavailable for SA4 to make any conclusive agreements, an analysis of [2][3][4] provides a good overview of the issues that will need to be addressed for the ECN solution over RTP/UDP.  Some of this analysis is provided in the rest of this document.
3. Detecting whether transport is ECN capable
When the ECN solution was proposed to 3GPP it was explained that there should not be any issues with routers properly supporting ECN packets (ECT marked or CE marked) in the transport path from the eNB to a far-end UE.  Proposer support of ECN on this path is needed to indicate uplink congestion to the far-end UE.

However, when reviewing [2] we find that there are many procedures devoted to solving this issue.  From section 4.2 of [2] we find the following statement

   “At the start of the RTP session when the first packets with ECT is
   sent it is important to verify that IP packets with ECN field values
   of ECT or ECN-CE will reach its destination(s).  There is some risk
   that the usage of ECN will result in either reset of the ECN field or
   loss of all packets with ECT or ECN-CE markings.  If the path between
   the sender and the receiver exhibits either of these behaviours one
   needs to stop using ECN immediately to protect both the network and
   the application.”

As a result, [2] introduces many procedures that the UE's must perform to attempt to probe and monitor the transport path to try to determine whether this will happen.  Specifically, the draft requires that,

A.  The UE's perform probing of the transport path to determine if it is an ECT (ECN capable transport) before "turning on" ECN.
B.  The UE's constantly monitor the transport path to determine if a change in route path has caused a problematic router to enter the transport path, making it non-ECT.
C.  If ECT failure is detected, then the UE falls back to turning off ECN.  The UE then retries with more probing to determine if the path has become an ECT once again.

These procedures raise the following concerns:

Complexity in the UE by requiring probing, monitoring, falling back, and retrying (see procedures listed above).

Reliability.  We have concerns about how a simple packet loss, or even worse, burst of packet losses on the wireless link will affect the reliability of probing and ECT failure detection.  Aggressive probing (marking many packets with ECT) might allow for more robust detection of ECT, but it increases the probability of media clipping if the transport is non-ECT.  Also, misdetecting non-ECT because of packet losses could cause ECN to be unnecessarily disabled -- thus disabling rate adaptation.   This could result in “flapping of the ECN state” between ECT and non-ECT.


Delay.  Probing the transport for ECN support requires balancing the need to send enough probes to reliably detect the transport behaviour quickly while minimizing the number of probes because each of these probes carries media which can be dropped if the transport is non-ECT.  The recommendations in [2] require that at least two probes be sent per standard RTCP reporting interval and that the sender wait until at least 4 probes have been sent before evaluating the ECN Feedback message to determine if the transport is ECN-capable.  

Sending the minimum number of probes implies  that probing of the channel should be done over at least 1-2 regular RTCP reporting intervals.  This means that under such recommendations ECN is only initialized after sending media transmission for longer than at least one RTCP reporting period.  This could delay the "rate adaptation mechanism" by that amount of time.  
This can not be simply solved by,

· Slowing the ramp up rate of the codec mode in the MTSI Initial Codec Mode procedures because this would unnecessarily degrade the initial voice quality for all VoIP calls for an extended period of time.  
· Simply increasing the number of ECT marked packets during probing to speed up the reaction time as this increases the risk of media clipping.  This needs to be evaluated carefully to determine its impact on media quality.
It is conceivable to have the eNB ECN-CE mark the probing packets to indicate congestion in the path prior to initialization of ECN.  However, since the number of probing packets are small, the media sender that receives an indication of only a small number of ECN-CE marked packets at the receiver may not be able to react as reliably to such feedback.  For example, [2] states that the media sender should treat the media receiver’s reception of ECN-CE marked packets as it would react to packet losses.  However, we would not expect a media sender to significantly reduce its rate in response to a few packet losses.

4. RTCP bandwidth for feeding back received ECN data to media sender
The internet drafts [2] [3] rely on sending back an ECN message (or RTCP XR) indicating which received media packets are ECT or CE marked, or dropped.  [2] also recommends that the receiver sends this ECN message under the following conditions

· ASAP (immediate or early AVPF mode) after detecting an ECN-CE marked or dropped packet.
· Included in every regular compound RTCP packet that is to be transmitted.

We are concerned about the amount of data that is reported and the frequency of the reporting.  
When included in a compound RTCP packet, the ECN message is required to report the status of received packets over the last 3 RTCP reporting periods.  By our calculations that could be up to 750 VoIP packets being reported on.  For each of these packets the ECN message would indicate whether the packet was dropped, ECN-CE, or ECT marked, requiring at least 2 bits for each of the packets being reported.  There can be a reduction in the message size by using lossless compression.  But the typical compression ratios will have to be estimated based on the variation in the state of packets received (e.g., how often are packet losses detected at the receiver).

When an ECN message is triggered by a packet loss or reception of an ECN-CE marked packet, it does not have to report on such a large window of packet arrivals.  However it is still recommend to include a RR or SR which will increase the overall RTCP packet size even when reduced size RTCP packets are sent.

The combination of the message size and frequency of reporting would increase the RTCP reporting bandwidth for VoIP. This adds a significant amount of signalling overhead compared to the rate adaption solution used for UMTS Circuit-Switched voice calls where signalling only occurs at most once when the codec mode needs to be changed.
Furthermore, if the RTCP bandwidth is kept small via the RR and RS SDP attributes, then the need to constantly send back the ECN message could starve (i.e., increase reporting delay) other AVPF messages when the eNB decides to mark all media packets during the congestion periods or the "busy hour."
5. Conclusions

The contribution identifies concerns and issues with 3GPP SA4 simply adopting many of the procedures being proposed in the IETF AVT WG internet drafts on ECN for RTP over UDP.  3GPP SA4 should consider these carefully and investigate whether there are other approaches to using ECN for rate adaptation in 3GPP.
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