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1 Introduction

This document provides a summary of the proposal in S4-090603 with some updates discussed during the 3GPP SA4#55 MBS subworking group. The document refers to definitions in document S4-090696 which itself is based on S4-090604. We propose to adopt the definitions and baseline architecture in section 2 for the HTTP-based continuous media delivery work in 3GPP SA4.
2 Definitions and Baseline architecture
2.1 Definitions

2.1.1 HTTP Delivery Modes

These definitions will not be part of a specification, they are only intended to be used during the specification phase. In the following we define three different modes for HTTP Delivery:

· GET Mode: In the GET-mode the media delivery relies (makes use of) only those capabilities that are mandatory to be supported by servers in RFC2616. The specification of the media delivery shall not rely on support of additional server capabilities. Typically, for media delivery the GET-method is used, but neither “partial GET” methods nor cache-ignorant Request headers are used.

· Partial-GET Mode: In the Partial-GET mode media delivery relies (makes use of) only on the capabilities that are mandatory to be supported by servers in RFC2616 and on the “Partial GET” method, as recommended in RFC2616. Typically, for media delivery the “partial GET” method is used, but cache-ignorant Request headers are not used.

· Full Mode: In the Full mode the media delivery may rely (make use of) on any HTTP capabilities defined in RFC2616. In particular, any HTTP/1.1 compliant request headers can be used.
2.1.2 Operation Modes

· Dynamic Content Serving Mode: In this mode the server generates and packages content dynamically based on each individual client HTTP GET request. The content transmitted in the reply to the HTTP GET request is self-contained, e.g. a 3GPP movie fragment. The specification may use the full http delivery mode in this case. 
· Static Content Serving Mode: In this mode the content is offered as a file or a collection of files that is available on an HTTP server. The client acquires the content by accessing the files using GET mode or Partial-GET HTTP delivery mode as defined above. Note that the Static Content Serving Mode can support live services.

2.1.3 Media Format Definitions

The following definitions are used in the remainder of this document. Note that these definitions may on be relevant for the Static Content Serving Mode:

· Media Component: One component of a bounded or unbounded media presentation, e.g. an audio component, a video component.
· Media-Component-Interval: A -
Media-Component-Interval represents a time-window of a media component. The concatenation of all media component intervals represents the entire media component. Media Component Intervals are not overlapping. 
· Alternative representation: an alternative representation is an encoded representation of a media component, for example a specific bit-rate in combination with certain spatial and temporal resolution.
· Segment: A segment can be explicitly or implicitly requested/referenced by the client by specifying the media component, media component interval and the alternative representation. Typically at least a subset of segments can be decoded independently from any other segments.

2.2 Baseline Reference Architecture for Static Content Serving Mode

2.2.1 Overview
Figure XXX shows the baseline architecture for HTTP-based continuous media delivery for static content serving mode. The detailed functions as well as the interfaces are described below. 

Note: Parts of this architecture are only presented for describing the basic process, but are purely informative. A summary of the functions and interface in scope of the reference architecture are provided below in section 2.2.3 and 2.2.4.

The basic procedures of HTTP-based media delivery in the static content serving mode may be summarized as follows:

1. The Media Preparation function prepares content and pushes the announcement including relevant metadata to a Service/Media Announcement function as well as the prepared media presentation description and the media content in form of one or multiple files to a media server.

2. The Service/Media Announcement function publishes the service/media for example through a URL to the media presentation description.

3. The User selects the service/media and the Client establishes the presentation by accessing the media presentation description on the media server through the HTTP-URL.

4. After downloading the media presentation description, the client downloads the media content, typically by downloading files or pieces of files. The selection of the files and pieces of files is controlled by the Presentation Control in the Client based on available information, for example from the User through the User Interface.

5. Termination of a presentation does not require any communication between the network and the client.
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Figure XXX: Baseline Reference Architecture for HTTP-based continuous media delivery in Static Content Serving Mode.

2.2.2 Functions

We summarize the relevant functions as shown in Figure XXX and their responsibilities.
2.2.2.1 Media Preparation

The Media Preparation function encodes and publishes media content. The function is not in scope of a specification. The Media Preparation function may for example perform the following tasks: 

· for each media component of the entire media presentation,

· optionally, creating media component intervals by splitting the media components in shorter intervals;

· creating one or more alternative representations for the media component intervals or the entire media component.

· encapsulating the generated segments in one or multiple files. 

· constructing metadata, including a media presentation description for all media components.

2.2.2.2 Service/Media Announcement

The Service/Media Announcement announces the media streaming services to the client. The function is not in scope of a specification.
2.2.2.3 Media Server

The Media Server stores media in a container format and serves Client requests for these files or parts of these files through standard HTTP.
2.2.2.4 Client

The Client Function basically fulfils the following tasks:

· Downloads and possibly updates (e.g. for live services) the media presentation description. 
· Establishes the presentation and controls it based on, e.g. measurement data, client capabilities, input from the user interface and other data.
· Requests (parts of) the media content files, i.e. segments, as necessary to deliver the multimedia service to the user.
To fulfil these basic tasks, the following sub-functions are defined.
· Service/Media Discovery Client Function: out-of-scope.
· Presentation Establishment/Description Client Function 

· Presentation Control Client Function: generates the HTTP-requests to acquire the appropriate files or pieces of the file.
· Media Client Function: issues HTTP-requests, downloads files or pieces of files, splices (audio/video sync, accurate timing, etc.) the pieces of files, decodes the included segments and renders the media. 

2.2.3 Interfaces
2.2.3.1 Media Presentation Description and Delivery (see 1 above)
The Media Presentation Description describes the media content, which should be instructive on how the Client can access the media content through HTTP/1.1 to provide an adequate service to the user. The description may provide references such that the client can acquire segments. The Media Presentation Description may be a separate file or it may be part of the media container file. The Media Presentation Description itself may contain multiple layers, i.e. it may be downloaded in several steps depending on a client-based refinement. The Media Presentation Description may typically be described in XML. The Media Presentation Description is typically delivered using HTTP. 
2.2.3.2 Media Content and Delivery (see 2 above)

The media content is encoded in some container format, typically in 3GPP File Format. The media client requests segments that represent a certain subset of the media stream timeline, typically a whole file, a range of bytes of a file (or any other referencable subset) of the media stream by issuing an HTTP GET request. The Media Server delivers the requested segments in files or pieces of files to the media client.

2.2.3.3 Interfaces Out-Of-Scope of Specification

The following interfaces in Figure XXX are out-of-scope for an HTTP streaming specification

· Any interface between the media preparation function and any network functions. 

· The syntax and delivery of the service announcement to the Client.

· Any interface between the Client and the User.

· Any internal interface within the client.
2.3 Baseline Reference Architecture for Dynamic Content Serving Mode

Tbd. 

Note: Alignment between the architecture in Figure XXX may be achieved especially if all out-of-scope components are removed.

2.4 Protocol Stack

Figure YYY is a new proposed protocols stack for HTTP streaming that serves a working assumption and may be updated with refinements of functions and interfaces during the course of the HTTP streaming specification work. Some discussion on the protocol stack: Any communication is over HTTP/1.1 [2]. Media is encapsulated in the 3GPP file format. Furthermore, the Media Presentation Description may be partly or fully encapsulated in Media Presentation Description Format or may be partly or fully encapsulated in the 3GPP file format, Other functions, e.g. QoE reporting, may be added if agreed within the specification work on HTTP streaming.
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Figure YYY Protocol Stack for HTTP Streaming in 3GPP

2.5 Usage of 3GPP File format

The details of the use of the 3GPP file format are still for further study. In the following we present some considerations that may be taken into account during the specification work for HTTP-based continuous media delivery.

The progressive-download profile ([3], clause 5.4.5) should be the baseline, in particular the ‘moov’ box shall be placed early in the file. Also the media presentation description, if included in the file, should be at the beginning, preferably directly after the ‘ftyp’ box. In addition, interleaving of media tracks (if more than one) should be restricted. Furthermore, fragments as defined in the ISO file format may be used, in particular for the support of live streaming. For the media presentation description, metaboxes in the 3GPP file format may be used. 

If a media presentation description exists, and you want to link to it from a 3GP file, the meta data box in the 3GP file format suits this purpose to link to or include the presentation description.  
3 Proposal

We propose to adopt the definitions and baseline architecture in clause 2 as working assumptions for HTTP Streaming and include them in an updated permanent document on HTTP-streaming.
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