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1
Introduction
This document discusses various storage approaches for HTTP streaming, and preferred approaches for server-enhanced and client-enhanced HTTP streaming options.
We propose to include the discussion text, with changes when needed, as (a part of) an informative guideline on file storage for HTTP streaming. We further propose to use the group's conclusions from these discussions as the basis for defining new profile(s) and/or file brand(s) in the 3GPP file format.
There are two assumptions for the discussions in the remaining of this document:
· Fragmentation, using movie fragments or temporally splitting a presentation into multiple files, is a must for live content;
· Interleaving is required for progressive download.
2
Possible Approaches
2.1
Approach 1: All alternatives of video/audio in one file

Figure 1 shows an example for all alternatives (different bit rates and languages) of video/audio stored in one file with movie fragments. Figure 2 shows an example for a movie fragment. The presentation includes video and audio, where the video includes 3 bit rates and the audio includes Chinese and English. 
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Figure 1
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Figure 2

Pros of this approach are:
· No duplication for media storage;
· Complete information is stored in one file, thus indication of relationships among different files (when multiple files are used) is not needed.
Cons of this approach are:
· Media data of one specific alternative can not be directly downloaded (progressive download or normal download); 

· Changing of the following metadata is required while a subset of the alternatives is transmitted via HTTP. Otherwise the client can not parse the received file correctly with the original metadata. Here the metadata of moof needs to be changed when transmitted to the client.
· 'base_data_offset' in 'tfhd' (once per track per movie fragment);
· 'moof_offset' in 'tfra' (zero or once per track, depending on the presence of 'mfra');
· 'size' in 'mfro' (zero or once globally, depending on the presence of 'mfra');
· 'size' or 'largesize' (as part of the Box structure itself) in 'mdat'.
2.2
Approach 2: Video/audio of each alternative in one file

Figure 3 shows an example wherein each video bit rate together with both audio alternatives stored in one file, with movie fragments. Note that it is certainly possible to store the each combination of one video bit rate and one audio language in one file. Figure 4 shows an example of a movie fragment. Again, the presentation includes video and audio, where the video includes 3 bit rates and the audio includes Chinese and English. 
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Figure 3
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Figure 4
Pros of this approach are:
· Transmission of one video alternative in combination with one audio alternative (when each audio alternative in one file) or all audio alternatives (when all audio alternatives are in one file) does not require changing file metadata.
Cons of this approach are: 
· Duplication for audio storage and bandwidth when all audio alternatives are in one file;
· Duplication for both audio and video storage when each combination of one video alternative and one audio alternative is stored in one file. 
· When all audio alternatives are in one file, in the cases of muting audio or video (and hence not to transmit the audio or video part) in applications for the deaf and the blind, changing of the metadata mentioned in Approach 1 is also required.
2.3
Approach 3: Video and audio in separate files, each video or audio alternative in one file
To be flexible and to completely omit storage duplication, it might be possible to store video and audio in separate files, and each video or audio alternative is in one file. Figure 5 shows such an example. However in this way, we fear that the presentation may not be played correctly by existing players, which were designed to play movies in single files. However,we think that it should be easy to upgrade a player to be able to play a movie with video and audio from separate files.
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Figure 5
2.4
Approach 4: Each video/audio segment in one file

Figure 6 shows an example for each video or audio segment stored in one file. In Figure 6, a dashed box represents one video or audio alternative, and each solid-line box within a dashed box, except the last one, i.e., 'mfra', represents one file. Note that each box tagged with "fragment" just mean that it is a temporal fragment. To be a conforming ISO base media file or 3GP file, 'moov' instead of 'moof' is used. This is equivalent to approach 3 with the following two differences:

· Herein each video or audio alternative is temporally split into multiple files; and

· Herein 'moov' is used for all temporal segments.
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Figure 6

Note that it is also possible to store each combination of one video alternative and one audio alternative in one file, such that a temporal segment of a presentation of audio and video is in one file instead of separate files.

Again, we fear that the presentation may not be played correctly by existing players, which were designed to play movies in single files. However, it should be easy to upgrade a player to be able to play a movie temporally split into multiple files.
Logically, video segments of specific bit rate and/or audio of specific language can be recombined to one file, but for all non-first segments, 'moov' should be changed to 'moof', and a 'mfra' is added in the end, as shown in Figure 6 (when a dashed box is considered as one file). 
Pros of this approach are:
· Easy to implement adaptive features, including in live streaming;
· If needed, different 'moov' files can be prepared for different types of HTTP services (download, progressive download, and HTTP streaming), and all the files share the media data;

· If video and audio are in separate files, there is no redundancy in storage.
Cons of this approach are:
· Too many small files to manage;

· A description is needed to describe the relationships among the segmented files;

· If video and audio are in the same file, there will be redundancy in storage.
For recording of such small files into one entire file, it would be convenient to allow the existence of only one movie fragment ('moof') in a file without a 'moov' being present. The playback of such a file relies on a 'moov' in a previously played file. Should this be allowed as a conforming file? 
3
Storage for Server-enhanced HTTP Streaming
For sever-enhanced HTTP Streaming, the streaming features such as adaption and trick mode should be controlled by the server, and the client should be updated as less as possible. 
Approach 4 (each video/audio segment in one file) has advantages in live and adaptive cases. However, the segmentation into small files is not useful in server-enhanced HTTP streaming and brings difficulty in file management on the server side. In addition, existing players may not play correctly a presentation from A-V separate or temporally split files.
Approach 2 (video/audio of each alternative in one file) can be used for progressive download and normal download directly, but there is storage redundancy. 
Approach 3 (video and audio in separate files), existing players may not play correctly a presentation from A-V separate or temporally split files.
Approach 1 (all in one file) is similar to the existing 3GP file format for RTSP/RTP streaming service, and can be used for RTSP/RTP streaming by adding hint tracks. By changing some values of metadata when the server sends data, it can be used for all HTTP services. 
Comparing these approaches, we propose that enhanced-server HTTP streaming should adopt approach 1 for storage. This of course implies that the server needs to change some data offset fields when sending data. 
4
Storage for Client-enhanced HTTP Streaming
For client-enhanced HTTP streaming, it is required that the HTTP streaming services can work with existing standard web servers, and clients' abilities are enhanced for support of streaming features. 
Client needs to know content description information, such as URLs or URIs, temporal duration, bit rates, and so on for each fragment. All the features for streaming are fulfilled by the client to request an appropriate file or segment at a moment. Additionally, the client can be enhanced to play audio and video from different files simultaneously.
Comparing the approaches above, we propose that client-enhanced HTTP streaming should adopt approach 4 (each video/audio segment in one file) for storage.
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