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1 Introduction
At the RAN2#66bis meeting, it was decided to introduce Explicit Congestion Notification (ECN), [1], in E-UTRAN for congestion control, see LS from RAN2, [2]. It was decided that both eNode-B and UEs shall support ECN. The feature is described in a CR to TS 36.300, [3].
SA2 has also introduced ECN, see LS from SA2, [4]. SA2 however decided to limit the mandatory support to speech.
Both RAN2 and SA2 have requested that SA4 specify UE behavior. This contribution describes how ECN can be introduced in MTSI. The changes described below are also included in a CR to 26.114, [8].

A few simulations have been performed to exemplify the benefits with ECN. This is described in Section 2.
An Internet Draft has been prepared and has been submitted to the AVT group in IETF, [6]. This I-D is briefly described in Section 3.
2 Example of performance gains with ECN
A few simulations have been performed to show an example of the performance gains of ECN-based adaptation.
2.1 Simulation conditions
The following scenarios are compared in the simulation:

· AMR122: Fixed-rate AMR 12.2 kbps. No adaptation. No ECN-marking.

· AMR59: Fixed-rate AMR 5.9 kbps. No adaptation. No ECN-marking.

· Adapt 122-59 PLR: Adaptation between AMR 12.2 kbps and 5.9 kbps based on measured PLR, similar to TS 26.114 Annex C.

· Adapt 122-59 ECN: Adaptation between AMR 12.2 kbps and 5.9 kbps. The adaptation is based on ECN-CE marked packets. The ECN implementation is described briefly in Section 2.2.
100% voice activity is used in these simulations.
Adaptation requests are sent from the receiver to the sender with RTCP APP. Reduced-Size RTCP is used to reduce the size of the RTCP packets, thereby reducing the risk for lost RTCP packets. AVPF early mode is also used to enable sending adaptation requests as soon as adaptation is required.

The simulated network was a 21 cell E-UTRAN system (7 eNodeBs with 3 cells each) with 500m cell radius.
The network load is common for all scenarios and consist of voice-only sessions in both uplink and downlink. The load varies over time as shown in Figure 1.


[image: image1.emf] 

Time  

No of users  

2800  

4200  

10   20   30  

0  


Figure 1. Network load, number of users as a function of time
It should be noted that this load level is very high and causes a very high PLR (about 10%) even when using the AMR 5.9 kbps mode.

Both uplink and downlink were loaded in the simulations although the performance is evaluated only for uplink (mobile to fixed terminal) as this link is the bottle-neck in E-UTRAN systems.
The following performance was evaluated in the simulations:

· Packet loss rate (PLR) for each UE individually. Late losses that would occur in the receiving client, if packets arrive too late to be useful for decoding, are not included.
· Packet transmission delay statistics for all UEs. The algorithmic delay (processing time for encoding and decoding) is not included. Backbone delay is also not included.
2.2 ECN implementation
An overview of a possible ECN implementation is shown in Figure 2. It should be noted that there the ECN implementation is not standardized and the figure shows only examples of the locations where ECN-CE marking might occur.
For Release 9, RAN2 and SA2 have agreed to mandate support only in the UEs and eNodeBs. The support for ECN in other network nodes is optional. Furthermore, neither RAN2 nor SA2 have defined exactly how and when ECN-CE should be marked in the IP packets.
For the current simulations, only the uplink performance was evaluated, i.e. the dashed blue line in Figure 2. The system was however loaded in both uplink and downlink to ensure that the RTCP flow in the downlink would also be affected by realistic interfering traffic.
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Figure 2. Overview of example system supporting ECN congestion control in multiple nodes. The dashed blue line shows the path that was evaluated in the current simulations. 
For the current simulations, ECN support was implemented in the UEs and eNodeBs in the following way:
· eNodeB:

· An Adaptive Queue Managers (AQM) is used in the eNodeB in downlink.
· For non-ECN simulations, the AQM drops packets when the queuing delay before transmission is longer than 80 ms. This is needed to ensure that the system is stable and that no UE takes to much resources.
· For ECN simulations, the AQM marks packets with ECN-CE if the transmission delay exceeds 80 ms. ECN-CE marked packets are forwarded towards the receiving UE instead of being dropped.
· The eNodeB also monitors the overall load in the cell and marks packets with ECN-CE when congestion is detected.

· UE:

· All transmitted IP/UDP/RTP packets are marked with ECN Capable Transport (ECT). The ECT code word is either ‘01’ or ‘10’. No RTCP packets are marked with ECT.
· An AQM was implemented in the UE in uplink with the same behavior as described above for the AQM in the eNodeB in downlink.

· The receiving UE monitors the received IP/UDP/RTP packets and trigger adaptation when ECN-CE marking is detected. Adaptation requests are sent back to the sending UE using RTCP-APP. The receiving UE does not know which node in the path that has set the ECN-CE marking.
· Both eNodeB and UE:

· When congestion is detected then the ECN-CE is marked in the IP header by setting the two available bits to ‘11’.

· Other network nodes:

· No other network nodes mark any packets with ECN-CE.

It should be clear that this is just one possible implementation and the ECN support. Especially the ECN-CE marking, i.e. under what conditions the IP packets should be marked with ECN-CE, can be different for different vendors.
2.3 Results

The results are summarized in Figure 3 (PLR per UE) and Figure 4 (packet delay histograms) for the different simulation scenarios.
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Figure 3. Packet loss rates for different UEs. The UEs are sorted in decreasing PLR order.
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Figure 4. Delay histograms for the simulated scenarios.
As can be seen in Figure 3, ECN gives a significant improvement in terms of packet losses. The packet loss rates with ECN-based adaptation are even significantly lower than when using only the AMR 5.9 kbps mode. The reason is that the AQM does not drop the packets when it sets the ECN-CE marking.
Figure 4 shows that the packet delays are slightly increased with ECN, but the differences are quite small, typically within 20 – 40 ms.
3 IETF activities
RFC3168 does not describe how to use ECN for UDP/RTP packets. Therefore, a new Internet Draft was prepared [6], submitted to the IETF on July 6, 2009 and presented at the IETF#75 meeting. The Internet Draft describes, for example:
· A new SDP attribute is defined, “ecn-capable-rtp”, which should be used in the SDP offer-answer procedure. Thereby, the end-points will negotiate whether ECN should be used in the session or not. If ECN cannot be used, for example in inter-working scenarios with legacy UEs, then this will be detected during the session setup phase.
· Initiation of ECN Capable Transport (ECT) in the RTP session, including feedback of ECN capability using AVPF feedback messages. This ECN initiation phase is used to test whether the complete path is “ECN transparent”. If legacy nodes are involved in the path then they may drop ECT-marked packets. The receiver will not receive any ECT-marked packets and will not echo the ECT marking back to the transmitter. Thereby, the transmitter will detect that ECN cannot be used in the session.
· ECN usage during the RTP session. This includes both how to declare ECT during the session and how to detect that the remote end-point is not misbehaving. Furthermore, it is defined that no RTCP packets shall be marked with ECT.
· Feedback when ECN Congestion Experienced is marked in the received IP/UDP/RTP packets.

· NB! This does not preclude using also other mechanisms to adapt the source coding and/or transport format for the media.

At the IETF#75 meeting, it was noted that ECN for UDP/RTP is already a work item in the AVT group and another similar Internet Draft had previously been submitted by Carlberg and O´Hanlon, [7]. An updated version of this I-D was submitted to the IETF on July 13, 2009. It was decided to merge these two Internet Drafts during the next upcoming weeks. A brief review of the two Internet Drafts also shows that the outline for how to use ECN for RTP is basically the same.
4 ECN in MTSI
As described above, both RAN2 and SA2 has suggested that UE behavior for ECN is defined by SA4 for Multimedia Telephony. A CR has been submitted which implements the fundamental changes to support and use ECN in MTSI, [8]. The proposed changes are further described below.
4.1 ECN support

The ECN support is described as a general capability in the CR but only applied to speech. This is in line with the agreement in SA2 to limit the ECN support to speech in Release 9. Thereby, it will be easy to add ECN support for other media types in the future.

Mandatory support for ECN is defined for MTSI clients in terminal. Optional support for ECN is defined for network nodes such as MGWs. This is in line with an agreement in RAN2 and SA2 that the ECN support should be mandatory for UEs but optional for network.
The mandatory support for ECN in UEs is generic for all access types, even though RAN2 and SA2 has only defined ECN for E-UTRAN. The reason for making ECN mandatory for all access types is that this maximizes the number of sessions where ECN will be used. Limiting ECN support to only E-UTRAN would require: the UEs must know what access type that is used, which is not always possible; and: both UEs must use E-UTRAN, any other combination of access types would disable ECN which would reduce the gain with ECN.

4.2 Session setup

The SDP offer-answer procedure is described in the CR by mainly referring to the Internet Draft, [6]. A new SDP attribute ‘ecn-capable-rtp’ is defined in the Internet Draft. Thereby, it is possible to enable ECN Capable Transport (ECT) only when both end-points support ECN. If either of the end-point do not support ECN then ECN will not be used in either direction.
During the simulations, it was however discovered that lots of RTCP packets were lost if only compound RTCP packets were used. Therefore, it is proposed to mandate support also for Reduced-Size RTCP when ECN is supported. This is in line with the requirements in the Internet Draft, [6].

To enable fast adaptation, it is also proposed to mandate support for AVPF. Thereby, fast feedback and/or adaptation requests can be used to reduce and the delays caused by the limitations imposed by the RTCP transmission interval for normal RTCP usage can be avoided. This is in line with the requirements in the Internet Draft, [6].

4.3 ECN initialization phase

The ECN initiation phase is introduced and is performed according to the Internet Draft, [6]. This phased is used to detect whether the end-to-end path is transparent to ECT-marked packets. If the path is not transparent then ECN will not be used in the session.
4.4 ECN usage during the session

The ECT marking is introduced in the and is performed according to the Internet Draft, [6], i.e. the IP packets are marked with either ECT(0) or ECT(1), ‘01’ and ‘10’ respectively. If a network node detects congestion then it will set ECN Congestion Experienced (ECN-CE) for ECT-marked packets instead of dropping the packet. IP packets not marked with ECT are likely to be dropped. How the ECN-CE/dropping is performed varies from node to node.
When the receiver detects an ECN-CE-marked packet then this information is sent back to the sender as defined in the Internet Draft, [6]. It should however be noted that the ECN-CE feedback does not prevent using also other adaptation mechanisms. The CR therefore re-uses the mechanisms already used for PLR-based adaptation, i.e. the receiver sends adaptation requests using RTCP-APP to adapt the send rate of the transmitter.

It should also be clear that ECN is not a replacement of adaptation based on PLR (or other metrics). ECN is rather a complement and existing adaptation schemes are still needed for backwards compatibility with UEs that do not support ECN.
4.5 SDP examples

The SDP negotiation procedure is described with updated SDP examples.
4.6 Other

It is foreseen that further updates will be required to the November meeting.
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