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1 Introduction

In SA4#53, there were several contributions addressing the EVS SI. The resulting discussions led to some progress of the draft EVS TR. However, on some topics the discussions could not be concluded and no or only small progress was achieved. Many arguments have already been made in various earlier contributions [1-6] that support the author’s position in the open topics and rather than re-iterating these arguments, it is made reference to these contributions.  
This contribution intends to identify parts of section 6 of the draft TR ‘High level technical requirements on voice codecs’ with open issues, where the authors feel that more progress is needed before the TR can be finalized. Proposals are made how to address these open issues.
2 Open issues
Most open issues are in section 6 of the TR ‘High level technical requirements on voice codecs’. There are also open points in sections 7 and 8 of the draft TR. It is however felt that these will be solved relatively easily as soon as the issues in section 6 are resolved. Tdoc S4-090242 [2] suggests language for sections 7 and 8. 

The following lists issues the authors see in section 6 and proposes ways how to resolve them.

a. Section 6.1.2
Number of audio channels

The authors regard the proposed optional status of stereo coding capability as insufficient. Stereo is an important feature for multi-party conferencing use cases in which stereo is needed to provide rendering of a spatial dimension of e.g. the placement of the meeting participants in a meeting room. There are various publications of which examples are referenced in [7-9] showing the benefits of providing a spatial rendering dimension over mere mono.

The authors hence suggest a recommended status of stereo coding capability and propose to change the text in the following way:
Stereo or multi channel presentation is one way to realize significantly improved QoE. The codec should provide stereo and may provide multi-channel coding capability. The choice of whether using dedicated stereo/multi-channel coding or multiple monophonic codings depends on a trade-off between available bit rates, available delay, complexity and other implementation factors.
b. Section 6.1.3
Bit rates
The authors propose using the following language:
It is recommended that the codec shall span a large range of bit rates from low rates needed for high efficient conversational speech services to high rates required for EVS with high quality operation. The offered span of bit rates shall be wide enough to allow for rate adaptation in response to available transmission resource.

It is recommended that the codec shall provide scalable modes where bit rates corresponding to the layers supporting the different audio bandwidth (wideband, superwideband…, see §6.1.1) and the corresponding stereo/multi-channel extension layers if any (see §6.1.2) shall be embedded in a scalable fashion.
c. Section 6.1.6
Backward interoperability
The authors think that all arguments previously made supporting the concept of bitstream interoperability with AMR-WB [1] are still valid. The EVS codec is hence suggested to provide mandatory operation modes that are bitstream interoperable with AMR-WB. It is proposed to retain the corresponding text amendment proposed in [2]:

In order to reduce the need for transcoding as much as possible the capability to interoperate with existing 3GPP codecs shall be preferred

Interoperability can be achieved through

· the use or negotiation of existing 3GPP codecs previously defined for voice services, or 

· bitstream interoperability with one or more of these codecs when a new codec is defined.
Interoperability through bitstream interoperability is the stronger criterion as it allows transcoding-free interoperation of the EVS codec with one existing mandatory 3GPP codec even in cases when the legacy codec to be used for the service cannot be negotiated. It is recommended this codec to be AMR-WB. An implication of bitstream interoperability is that AMR-WB compatible coding is a subset of the EVS codec. This provides as benefit for UE implementations a smooth codec software migration path from AMR-WB to EVS.

It is recommended that the EVS codec shall support bitstream interoperability with AMR-WB. Specifically, the EVS codec shall provide operation modes according to the requirements specified in sections 6.1.1 and 6.1.2 built upon AMR-WB bitstream interoperable base layers and that produce bitstreams that embed the respective AMR-WB bitstreams and that use a compatible RTP payload format.

d. Section 6.2
Performance requirements

The authors believe that the presently outlined structure of sub-chapters in section 6.2 is too detailed and not necessary for the TR. It is believed that it is sufficient to keep the performance requirements on a general guideline level with the basic message that coding efficiency and quality shall exceed existing state-of-the-art speech codecs including AMR-WB in particular. Improved coding efficiency shall ultimately lead to increased LTE system capacity at a defined quality level and vice-versa quality enhancements shall be achieved given a defined level of LTE system capacity. Detailed performance requirements in relation to existing codecs are expected to be defined by the SQ SWG experts during prosecution of an EVS codec work item.
Consequently, the authors suggest removing all subsections of section 6.2 and rather adding the following text:

It is recommended that EVS codec performance requirements address voice quality, quality for mixed content and music, robustness to packet loss as well as transcoding performance. Voice quality requirements include those for clean and background noise as well as for various input levels.
As general guideline when defining specific performance requirements it is recommended that the EVS codec 

· Lead to enhanced LTE system capacity compared to the existing 3GPP AMR-WB codec when operating at the same quality level
· Lead to at least equal LTE system capacity compared to other existing state-of-the-art conversational codecs when operating at the same quality level
· Have improved quality over the existing 3GPP AMR-WB codec when operating at the same bit rates and equal or better quality at given rate compared to existing state-of-the-art conversational codecs

· Have equal or better quality at given rate compared to existing state-of-the-art conversational codecs when operating at bit rates higher than those provided by the 3GPP AMR-WB codec. 
In addition, it is suggested to add particular language on music and mixed content performance on which SA4#53 was close to achieving agreement. We propose adding the following text:

It is recommended that the EVS codec shall provide a quality level for mixed content and music that exceeds AMR-WB and is at least equivalent to other state-of-the-art conversational codecs.
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