Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG-SA4 #54
S4-090464
June 22-26, 2009
Ystad, Sweden
Agenda item: 
7
Source: 
Research In Motion UK Limited
Title: 
Use of Metadata for Client Controlled Adaptation of HTTP Streaming
Document for
Discussion and Approval
1 Introduction

In order to provide a good user experience, HTTP streamed content should be adaptable to channel conditions and to the resources of the client (display resolutions, MIPS, etc.) as is the case for 3GPP Packet Switched Streaming Service [1].
There are numerous advantages detailed in [2] to having an HTTP streaming service where the adaptation is controlled by the client.
2 For Adaptation, the Client needs access to Metadata
If the client controls the adaptation, then the client needs to know what codecs, resolutions, bit-rates, etc. are available for the content that it would like HTTP streamed. It is convenient for the client to know whether or not the stream is live or pre-recorded (on demand).  There may also be other data, such as permission for the client to store the complete file.
3 How the Client Learns What is On the Server
With traditional streaming using RTSP, the client finds out about details of the media on the server by sending a DESCRIBE command to the server using an rtsp URL (rtsp://….). The server responds with the media description using SDP (Session Description Protocol). The SDP information has a description of the overall presentation as well as information about each media stream.
The fundamental problem with trying to use the Session Description Protocol for giving the client the metadata it needs about files on the server for HTTP streaming is that The Session Description Protocol is meant to describe sessions and HTTP is a stateless protocol where the concept of a session does not exist.

The 3GPP file format[3]  does include SDP information. However, with 3GPP PSS the streaming rate is controlled by the server. The client does not need to know about file locations for different types of media as the server does the work. In SDP, there isn’t even room at the media level for filenames, locations – just port numbers for sending the media as that is all that the client/server need to share. At the session level, there is a “u=” line to specify a URI where further session information may be obtained. However, this does not exist at the media level and even at the session level there can be only one “u=” line per session. It is possible to use the “u=” line to link to a metafile that would contain all of the resolutions, bitrates, etc. that the client needs to be aware of.
The 3GPP file format does contain a ‘meta’ box. This is described in [3] as a box that is “used to contain general metadata”. This box supports XML or BXML descriptions. It also supports the ability to reference external file locations. The ‘meta’ box can be contained within the ‘moov’ box or it can be at the same level as the ‘moov’ box. Having the ‘meta’ box contained inside the ‘moov’ box would ensure that it is downloaded early.
The ‘meta’ box could, for example, contain XML descriptions of the different codecs/bit-rates/resolutions used and it could also contain a reference to the location of the 3GPP file that fits each description. The ‘meta’ box could also contain a link to a metafile that exists on the server with all of the information that the client needs.

The metafile approach may be the best approach for live streaming because for live streaming the metadata is not completely known in advance. In this case the metafile can be updated on the server and as long as the client has a link to the metafile, it knows where to get the latest metadata. 
4 Tuning in to a Live HTTP Stream
It has been previously proposed that fragments are used to support live streaming. For seeking, it is also convenient if these fragments have constant time duration and begin with a random access point. When the client first accesses a 3GPP file on the server that is being created live (as opposed to on demand), the client may want to seek directly to the “live” content and not view the entire file, especially for “long-life” live content. The client could parse the entire file to get to the most recently created content. A faster way is to have a metafile on the server where the content creator continually writes the top of the file with the index of the latest fragment created and also a byte offset into the 3GPP file. There could be a metafile for each different bitrate/resolution/codec or there could be one metafile containing an index and byte offsets for each different bitrate/resolution/codec combination.
5 Proposal

1) It is proposed that that the ‘meta’ box in the 3GPP file format be used as a mechanism whereby the client learns of the various 3GPP files codecs/bitrates/resolutions on the server. This ‘meta’ box may contain an XML description or BXML description of different encodings of the same content and/or may contain a link or linkss to other 3GPP files with a different encoding of the same content. The ‘meta’ box may also contain a link to a metafile on the server that contains this information.
2) For live HTTP streaming, it is proposed that this ‘meta’ box contain a link(s) to a metafile(s) stored on the server. This metafile(s) can be continually updated by the content creator. For example, it can update the metafile with the index of the latest fragment created and a byte offset for each different 3GPP file containing an encoding of the same content. Alternatively there can be a metafile corresponding to each different 3GPP file on the server that gets updated with the latest fragment index and byte offset corresponding to that file. This would enable to client to quickly tune into the “live” part of live content.
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