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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction
Mobile TV services are expected to catch on in the near future. Surround sound is expected from modern TV programming.  One way of making mobile services more attractive to end users is to offer both the ability to experience surround sound directly from mobile devices and surround sound experiences in connection with other devices. 
Mobile terminals are becoming, to an increasing extent, a means of holding and transporting multimedia data, as an extension of the use on-the-go. In an automotive environment, such multimedia content can be played back over the surround sound playback system of the car. In this context, mobile terminals will get connected to surround sound speaker set-ups. Home entertainment systems are also increasingly able to use portable devices as sound repositories and sources, and such home entertainment systems increasingly have surround capability (driven by movies and gaming).  Finally, even on stereo headphones there are a variety of standardized and proprietary techniques which provide a surround-like experience that a terminal maker could choose to deploy. Thus, delivery of surround-sound from a mobile terminal is increasingly possible. As a consequence, the standardization of a method to efficiently deliver multi-channel audio into mobile terminals becomes an item for consideration.

1
Scope


· 
· 
· 
· 
· 
The objective of this study item is to investigate the potential user experience benefits of surround audio in 3GPP services. The investigation will be performed as follows:

· Identify and document relevant use cases for surround sound in 3GPP

· define design constraints that would need to be met by a  surround audio codec extension method for adoption by 3GPP 
· identify suitable testing methodology for surround sound in relevant use cases of the PSS and MBMS services 

· define subjective minimum performance criteria that would need to be met in order to motivate the consideration of a surround audio coding extension for adoption by 3GPP 
· validate the user benefits and the feasibility of the deployment of surround sound for the PSS and MBMS services according to the defined minimum performance criteria, bitrate and design constraints for all the use cases (such as surround sound speaker set-up and headphone decoding mode) through evaluation of at least one example of surround sound coding methods which may be MPS. 


2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

For a specific reference, subsequent revisions do not apply.

For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
 

[4]
3GPP TS 26.290: "Extended AMR Wideband codec; Transcoding functions".
[5]
3GPP TS 26.401: "General audio codec audio processing functions; Enhanced aacPlus general audio codec; General description".
[6]
3GPP TS 26.346: “Multimedia Broadcast/Multicast Service (MBMS); Protocols and codecs”.

[7]
3GPP TS 26.234: “Transparent end-to-end Packet-switched Streaming Service (PSS); Protocols and codecs”.

[8]
ITU-R BS.775-1 “Multichannel stereophonic sound system with and without accompanying picture”, Geneva, 1994.

[9]
ITU-R BS.1534-1 “Method for the subjective assessment of intermediate quality level of coding systems”, Geneva, 2003.

[10]
IETF RFC 3016: "RTP Payload Format for MPEG-4 Audio/Visual Streams", Kikuchi Y. et al., November 2000.

[11]
IETF RFC 3640 (November 2003): "RTP Payload Format for Transport of MPEG-4 Elementary Streams", J. van der Meer, D. Mackie, V. Swaminathan, D. Singer, P. Gentric.

[12]
Bluetooth Specification, Advanced Audio Distribution Profile 1.2.

[13]
Bluetooth Specification, Hands-Free Profile 1.5.

[14]
Bluetooth Specification, Video Distribution Profile
3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply.
3.2
Abbreviations

For the purposes of the present document, the following abbreviations apply in addition to TR 21.905 [1]:

5.1ch
Loudspeaker set-up with 2 front channels, 2 rear channels, 1 center channel and 1 subwoofer 
HRTF
Head-related transfer function

MPS
MPEG Surround
MUSHRA
MUlti Stimulus test with Hidden Reference and Anchor
HDMI
High-Definition Multimedia Interface
4
Use cases


The relevant use cases considered in this study are applications in the context of MBMS and/or PSS services. They are characterized by the delivery of audio or audio/video content, where the audio material on the service provider side typically consists of 5.1 channels. The reproduction of such surround signal can be done in various ways using a number of channels that is not necessarily equal to the content at the service provider side resulting in different listening modes. The general characteristics of MBMS and PSS services apply and will be considered to derive design constraints and performance requirements.

4.1
Application scenarios
Several application scenarios within the MBMS or PSS service will likely benefit from the delivery of surround sound. In particular, A/V services such as music videos or sports events will profit from the more immersive experience. Movies or TV shows are other areas in which surround sound is successfully used today in conventional TV services.

Audio-only services may take longer until they use surround sound on a broader scale. The main reason for this is the limited availability of audio-only surround sound source material today. Surround sound was first used in the cinema and as such it originates from an audio/video background and has yet to make its way into audio-only services. 


Certain digital radio services have already begun to consider surround sound in audio-only so this is a foreseeable development. 
In some of today’s services users are able to watch movies or TV and to listen to music or radio with their mobile phone using streaming over 3G when they are moving around, or with a WIFI connection when they are at home. Audio content is streamed through the mobile terminal and listened to using either the mobile terminal or an audio system connected to the terminal (e.g. a docking station). It is for example the case of a customer having an iPhone and listening to music on Deezer [2]. In mobility scenarios, this customer can stream music through the 3G network. At home his iPhone streams music through the broadband home network (WIFI + ADSL/fiber) and plays it on the HIFI system.

4.2
Listening modes

One use-case aspect to be considered is the manner in which the surround sound audio signal is presented to the UE user. In some use cases, signals can only be rendered through headphones, whereas other use cases may offer a possibility to render through a loudspeaker setup. These different use cases are depicted in Figure 1 and will be considered separately below.
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4.2.1
Mobile use case
This use case is characterized by the fact that the UE user is in motion and that the UE is directly used as the rendering device. In this scenario, rendering of surround sound audio will require the use of either headphones or closely spaced stereo speakers, such as built-in or attached stereo speakers. 

To achieve this, the surround decoder can provide a multi-channel output as shown in Figure 1. Rendering this surround sound through stereo speakers or headphones may require the use of special algorithms (binaural processing). Such algorithms normally use HRTFs to simulate a 5.1ch speaker set-up listening experience. Such simulations can deliver very convincing results for some listeners.
Alternatively, the surround decoder can include binaural processing and directly provide a binaural output. In this case an interface for the HRTFs to be applied has to be defined, such that the binaural processing inside the surround decoder can be controlled by implementation-dependent HRTFs.
In order to further improve the headphone surround sound experience, a head-tracking device could be employed. When such a device is mounted to the headphones, the sensor data can be used to compensate small head rotations during the surround sound rendering, such that the user will perceive a natural, stationary surround environment even while moving their head. 
4.2.2
In-home use

In this use case, the UE functions as a media storage and transport device that interfaces with the home-entertainment system. The UE can access the 5.1ch speaker set-up and play surround sound content through these speakers. Depending on the system design of the interfacing device, the actual surround decoding may happen either inside the UE or inside the connected device. In the case that the actual surround decoding is conducted inside the connected device, the UE acts as a transport device. Such connectivity can be achieved by means of a docking station (e.g. proprietary wired technology), SPDIF, mini HDMI or short-range wireless connections.





While the in-home use case soundsstraight forward, it does present a challenge relative to the use case under section 4.2.1 because the listening environment will be less forgiving and will provide a high quality surround sound reproduction which may reveal flaws in the programming.
4.2.3
In-car use 

This is a variant of the in-home use case where the listening environment is not the living room but the car cabin. This use case is relevant since many people consume media content in their cars. It is also relevant because of the presence of a multitude of speakers in the car and the growing share of surround sound systems in cars. 


Connectivity to mobile terminals is starting to become commonplace in automotive head units. One of the main technological drivers for this is the Bluetooth specification allowing wireless transport of A/V content. It can be used for communication purposes in the Hands-Free Profile (HFP, [13]) as well as for high quality audio and video streaming using the Advanced Audio Distribution Profile (A2DP, [12]) and Video Distribution Profile (VDP, [14]). It is envisioned that, especially in the automotive environment, wireless connectivity solutions will provide a transport mechanism for all A/V content, including surround sound content between mobile and car in the near future. In this way, surround audio signals could be sent, connected to and played via the car audio system 
While the in-car use is referred in here as a separate use case, it does essentially impose the same requirements on a surround sound codec as the in-home case. A significant difference is the different room characteristics of the listening environment. Another aspect of car reproductions systems is the fact that the audio input signals are mapped to the loudspeakers in the car. This is typically done in the head unit of the car. It is assumed, that this mapping provides the best possible tradeoff between all listening positions in terms of surround sound reproduction with the given car speaker arrangement.
5
System and service requirements

Generally, the delivery of surround services should enhance the user experience when compared to mono or stereo services. Since bandwidth constraints have to be considered, the bitrate efficiency of the surround codec needs to be investigated. Furthermore it is required, that a surround service is interoperable with network and devices based on prior releases. The following sections system and service requirements are defined.

5.1
Quality of user experience

Surround sound experience is considered to be of major impact on the user experience of audio content. Users are well familiar with the concept and benefits of surround in their home environment. However, it needs to be tested how well a surround codec can approximate this surround experience under the system constraints given by the network and the device.

5.1.1 
Decoding for headphones

Since one of the use cases is consumption over headphones, the surround codec should be able to provide a signal suitable for headphone reproduction, sometimes  called “virtual surround”.  Such signal representation should at least provide a surround sound experience using normal stereo headphones. Such signals can be realized as following:
1) Surround decoding and post-processing
In this case, the surround decoder should be able to provide a multi-channel output. The resulting signals can be further processed by proprietary virtual surround technologies. These typically allow representing all audio channels as virtual sound sources, e.g. by means of HRTFs. 
2) Binaural decoding mode
Although the decoding and post-processing technique in 1) is most flexible, it represents a complex two stage process. In order to save computational complexity, the surround decoder should additionally offer a binaural decoding mode. It should include both the surround decoding and binaural processing using HRTF with a lower complexity. An HRTF interface needs to be defined to allow for a specific binaural processing.
The binaural decoder should

· deliver a spatial sound impression similar to a surround reproduction over loudspeakers, i.e allow localisation of sound sources both left/right and front/back.

· be able to approximate a binaural post-processing step, i.e. filtering each loudspeaker output channel with a set of HRTFs

5.1.2 
Decoding for loudspeakers

The codec should deliver a surround sound representation that is perceptually as close as possible to the original surround material for the targeted bitrate range. 
Further downmixing to a lower number of channels or other proprietary post-processing techniques may be applied, but are not in the scope of this study.



· 
· 
5.2
Transport and Signalling

Due to bandwidth limitation for PSS and MBMS services, a surround service should make optimal use of the allocated bitrate. For transport and signalling, the following requirements apply for the surround codec:

· The maximum bitrate should stay within service bitrate limits of the bearer

· It should deliver an “in-band” signalling that allows the UE to detect the presence of surround data
· It should be aligned with other specifications (ISO mp4fileformat, DVB-H, DRM+)
5.3
Interoperability with pre rel9 3GPP networks and devices

5.3.1
Backward compatibility

In order to minimize the impact on existing networks and devices for introducing surround sound to 3GPP PSS [7] and MBMS [6] services, the surround sound codec should be backward compatible to at least one of the existing 3GPP audio codecs. Currently two audio codecs have been adopted: Enhanced aacPlus [5] and Extended AMR-WB [4]. These codecs have been characterized in terms of their performance in [7] and [6]. 
It is foreseen that the envisioned use cases will primarily target higher quality levels, which are associated with the higher bit rates. Furthermore, the envisioned content is more audio/music-oriented than speech oriented. Therefore, backward compatibility to at least Enhanced aacPlus should be offered.

Figure 2 illustrates how a stereo service can be extended to surround. Since the surround extension information is embedded in the bitstream/transmission in a backwards compatible manner a stereo-only device safely ignores the surround information and plays back the stereo signal, this would be the case for already deployed stereo devices. Surround capable devices will make use of the surround information for loudspeaker playback or utilizing headphone virtualizer technology. 
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Figure 2: Backward compatible surround sound extension of a stereo service

5.3.2
Compatible signalling

With respect to the Enhanced aacPlus codec, PSS uses the RTP transport and SDP signalling described in RFC3016 [10] whereas MBMS relies on RFC3640 [11] transport. The surround codec should deliver surround in the transmission path using the existing transport specifications. The signalling mechanism should:
· be backward compatible, i.e. a pre Rel.9 device will be able to decode the mono/stereo signal ignoring surround data

· be compatible to 3GPP file format, it should be possible to deliver surround sound in the 3GPP file format such that pre Rel.9 devices should be able to decode the mono/stereo signal ignoring the surround data

5.3.3
Impact on mono/stereo-compatible decoding
A surround service can be delivered to pre Rel.9 devices. Given the above mentioned signalling mechanism, the mono or stereo downmix will be decoded by the UE. The bitrate overhead required to enable the surround service for a given quality level should be minimal. The additional bitrate for a specific service should be selectable depending on the overall available bitrate and the targeted use cases.

The bitrate overhead can be allocated in addition to the bitrate used for conventional mono/stereo services.

Alternatively, for an allocated total bitrate for the audio media type the overhead for surround will reduce the bitrate for the mono/stereo output. In this case, the impact on mono/stereo quality should be as small as possible for a defined surround quality.

The surround codec should deliver synchronization to other streams in the service (mono/stereo audio or video). Furthermore, the same degree of synchronization should be applicable when just the mono or stereo audio is being decoded.
5.4 
MBMS/PSS constraints
The use of MBMS [6] or PSS [7] has intrinsic limitations. For MBMS it is expected that the overall bit rates are in the order of 64-128 kbps where the overall bit rate may comprise both audio and video. For PSS the overall bit rate may be slightly higher, up to 384 kbps, where typically approximately 64 kbps are employed for audio. Given these bit rate limitations the surround codec should provide suitable performance in the bit-rate range of 48 to 128 kbps.

Furthermore, apart from PSS download services transmission errors will occur, which for PSS and MBMS may be in the order of a couple of percent. Therefore, the surround codec should provide a certain amount of robustness with regard to channel errors.

6


Design constraints

6.1.1
Backwards compatibility

It is recommended that the surround sound codec shall be mono and stereo backward compatible to Enhanced aacPlus.

The decision of the encoder for either mono or stereo backward compatibility will typically depend on the total bit budget available for coding of the multi-channel content and the choice of the service provider.

6.1.2
Number of audio channels

It is recommended that the bitstream format of the surround sound decoder shall at least support coding of 5.1ch content.
Optionally, the bitstream format of the surround sound codec may support coding of 7.1ch content. In that case the surround sound decoder shall be capable of providing 5.1ch output from a 7.1ch bitstream.

The surround sound decoder shall be able to provide stereo output for all surround sound bit-streams regardless of mono or stereo backward compatibility.

The surround sound decoder shall be capable of providing a binaural stereo output, i.e., a virtual surround output for playback over headphones.
The surround sound decoder shall not be required to provide more than two output channels.
6.1.3
Sampling frequency

The maximum allowed sampling rate is 48 kHz. 

6.1.4 
Bitrates

The surround sound codec shall support total bitrates from 32 kbps and above.

6.1.5
Computational complexity

Computational complexity is a relevant consideration in an on-the-go scenario where the UE relies on battery power to operate. In this scenario, playback would be over headphones, preferably using a binaural mode to create a spatial impression.
A straight-forward way to deliver surround sound would be to use a 5-channel Enhanced aacPlus codec instead of a 2-channel codec for stereo sound. In this case, 
the decoder complexity would be approximately 2.5x the complexity of a stereo Enhanced aacPlus decoder.  Further complexity would be added by the binaural post-processing.
The binaural decoding mode of the surround sound decoder considered here shall offer a lower computational complexity than a discrete 5-channel Enhanced aacPlus decoder followed by binaural post-processing.
7
Performance requirements

In the field of audio coding one of the most prominent measurement techniques is the “MUlti Stimulus test with Hidden Reference and Anchor” (MUSHRA) test [9]. This is a subjective measurement technique to evaluate the audio quality of one or more audio codecs or codec conditions. In a MUSHRA test a subject has to evaluate a number of variants of an item in a double-blind fashion on a scale from 0 to 100 with associated perceptual labels. According to [9] for each item and each test condition an average score is calculated over all subjects. Furthermore, so called 95% confidence intervals are calculated. In addition an average score over all subjects over all items can be calculated as well as its associated 95% confidence interval. The average score is referred to here as the MUSHRA score. The confidence intervals allow making statements about the absolute quality of an audio codec or of its relative quality when multiple different audio codecs or codec conditions have been employed in the same test. 

In the continuation of this document, performance criteria are specified in the form of a MUSHRA score required to be of at least a certain value. More precisely, the upper bound of the 95% confidence interval over all subjects over all items should be above the defined value to meet the criterion, where the test is conducted according to [9].
When it is stated that a first codec condition requires an equal or better quality than a second condition, it means that the upper bound of the confidence interval measured as average over all subjects over all items of the first condition needs to be at least as high as the lower bound of the confidence interval measured as average over all subjects over all items of the second condition, where again the test is conducted according to [9].
The strength of the MUSHRA test lies in the fact that subjects provide reliable results when scoring to an absolute reference condition once the quality axis is spanned both by the quality of the hidden reference and the anchor. For situations where it is difficult to establish an absolute quality level, other methods may be more appropriate.

One of the important parameters in a subjective test is the selection of appropriate items. In the context of evaluating surround sound codecs, the following should be considered. First of all, the test items should consist of multi-channel content, where a significant contribution of the audio signal is in the surround channels, e.g. no quality improvement of surround can be expected for content that could also have been represented by a stereo signal. Secondly, the items should be typical for and balanced over the intended application scenarios (see section 4.1). This will aid justification of the surround sound codec for PSS/MBMS use cases.

The technical performance criteria derived from the system requirements are defined in the following sections divided into the loudspeaker and the headphone use case. 


· 
· 
7.1 
Quality in headphone playback scenario


The headphone decoding mode should allow the user to experience localizable and spatial sound over conventional stereo headphones. This is typically achieved by binaural processing, i.e. by applying HRTF filters. Therefore, filtering of the multi-channel input signals with sets of HRTFs should be considered as the reference. For bitrates from [160]kbps and above the surround codec should deliver quality in the good range when compared to the original surround signal, i.e. MUSHRA score should be at least [70].
Most of the music content today is still produced for loudspeaker playback. Nevertheless, customers are getting more and more accustomed to playing this loudspeaker-produced content over headphones, even though this will likely provide an unnatural perceived spatial image. Therefore, even when reproducing the original content in a more natural way via headphones e.g. by binaural processing, a substantial group of subjects will likely still prefer the direct playback of the content. Furthermore, when applying binaural processing, users will expect a faithful multi-channel reproduction over headphones. This can be achieved by applying so-called individualization, i.e., by including user-specific parameters that are effectively captured in the HRTFs, into the binaural processing. Therefore, if individualization is not applied, e.g. because of cost-reasons, the specific HRTFs that have been selected will not provide a true surround-like experience for part of the test group.

Nevertheless, given the discussion above, the performance of the headphone output has to fulfil some minimum criteria when compared to the backward compatible mono/stereo output signal. For that purpose a modified MUSHRA test may be used with the downmix being the reference and the binaural decoder output as test condition. The scale is defined positive and negative relative to the reference. 
The performance is measured by means of clustering analysis of the results. The size of the listener group that significantly prefers the binaural decoding over the downmix should be at least [30%]. Furthermore, the headphone decoded output signal should define an interface for sets of HRTFs to allow selection to improve user preference. 
7.2

Quality of stereo-compatible part

The quality of the mono or stereo downmix should be should be evaluated using the MUSHRA method [9].

· The reference should be the same content compressed in Enhanced aacPlus at the same bitrates. 
The lower bound of the 95% confidence interval should be higher than [80 (excellent)] for each item.
· The anchor should be the reference signal low pass filtered at 3.5kHz 
   


 7.3 
Quality in loudspeaker playback scenario

To asses the overall sound quality of a surround codec for loudspeaker reproduction the MUSHRA test method should be used [9]. The encoded and decoded signal is compared to the multichannel original signal. The subjective quality is averaged over all items and listeners in the test. The results are reported as MUSHRA scores.
· For a bitrate of [64kbps] and above the surround codec should deliver at least a quality in the good range, i.e. MUSHRA score should be at least [70]
· 
7
Assessment of existing codecs

8
Conclusion – Proposal for standardization of a surround sound codec extension
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Figure � SEQ Figure \* ARABIC �1� – Use cases for consumption of stereo and multi-channel audio
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