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FOREWORD 
The Alliance for Telecommunication Industry Solutions (ATIS) serves the public through improved understanding between 
carriers, customers, and manufacturers. The IPTV Interoperability Forum (IIF) enables the interoperability, interconnection, 
and implementation of IPTV systems/services by developing ATIS standards and facilitating related technical activities. This 
forum will place an emphasis on North American and ATIS Member Company needs in coordination with other regional and 
international standards development organizations.  
Suggestions for improvement of this document are welcome. They should be sent to the Alliance for Telecommunications 
Industry Solutions, IIF Secretariat, 1200 G Street NW, Suite 500, Washington, DC 20005. 
At the time it approved this document, IIF, which is responsible for the development of this standard, had the following 
members: 

Al Morton AT&T 

Robert Streijl AT&T 

David Hands British Telecom 

John Williams JDSU 

Leigh Thorpe Nortel 

Kishan Shenoi Symmetricom 
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Alan Clark Telchemy 

Paul McMenamin Telchemy 

Ken Kerpez Telcordia Technologies 

Reza Shafiee Verizon 

 
The QoSM Committee was responsible for the development of this document. 

 

NOTICE OF DISCLAIMER & LIMITATION OF LIABILITY  
The information provided in this document is directed solely to professionals who have the appropriate degree of experience to understand and 
interpret its contents in accordance with generally accepted engineering or other professional standards and applicable regulations. No 
recommendation as to products or vendors is made or should be implied.  

 

NO REPRESENTATION OR WARRANTY IS MADE THAT THE INFORMATION IS TECHNICALLY ACCURATE OR SUFFICIENT OR CONFORMS 
TO ANY STATUTE, GOVERNMENTAL RULE OR REGULATION, AND FURTHER, NO REPRESENTATION OR WARRANTY IS MADE OF 
MERCHANTABILITY OR FITNESS FOR ANY PARTICULAR PURPOSE OR AGAINST INFRINGEMENT OF INTELLECTUAL PROPERTY RIGHTS. 
ATIS SHALL NOT BE LIABLE, BEYOND THE AMOUNT OF ANY SUM RECEIVED IN PAYMENT BY ATIS FOR THIS DOCUMENT, WITH 
RESPECT TO ANY CLAIM, AND IN NO EVENT SHALL ATIS BE LIABLE FOR LOST PROFITS OR OTHER INCIDENTAL OR CONSEQUENTIAL 
DAMAGES. ATIS EXPRESSLY ADVISES ANY AND ALL USE OF OR RELIANCE UPON THIS INFORMATION PROVIDED IN THIS DOCUMENT IS 
AT THE RISK OF THE USER. 

 

NOTE - The user’s attention is called to the possibility that compliance with this standard may require use of an invention covered by patent 
rights. By publication of this standard, no position is taken with respect to whether use of an invention covered by patent rights will be 
required, and if any such use is required no position is taken regarding the validity of this claim or any patent rights in connection therewith. 
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1   SCOPE, PURPOSE, & APPLICATION 
1.1   Scope 
This document describes the required validation process of objective perceptual quality models in the 
context of Internet Protocol Television (IPTV) services (see [2]). Specifically, this document defines: 

• the procedure for evaluating the performance of objective perceptual quality models, hereafter 
referred to as “models”. It describes the test methods, the selection of test material and 
conditions, and evaluation metrics to examine the predictive performance of models.  

• performance criteria used for model evaluation (acceptability thresholds for these criteria are 
not within the scope of this document). 

• methodology for documenting the data and test results in a standardized fashion. 

Quality of Experience (QoE) in the context of this document refers to how an end-user, i.e., consumer of 
IPTV, would categorize and experience the quality of an IPTV service (see also section 3.2) streamed 
audio-video content. 

The performance of objective models will be based on the comparison of the Mean Opinion Score 
(MOS) obtained from controlled subjective tests and the predicted Mean Opinion Score (MOSp) from 
the quality models.  

The objective of the testing is to examine and document, the performance of proposed video or audio-
video quality metrics across representative transmission and display conditions.  

The following aspects of QoE are currently within the scope of this document: 

• Perceptual quality of video, perceptual quality of the audio, and perceptual quality of audio 
and video. 

• QoE models for in-service monitoring (i.e. end-to-end, including head-end monitoring) in 
operational environments. Off-line testing, suitable for pre-service and/or planning and 
network design purposes (i.e. laboratory testing), is for further study. The computational 
complexity of the models is also considered in the evaluation. 

• Models using the packetized transport stream (in the clear or encrypted) and bit-stream as 
input. 

 

Whereas video and audio may be the first aspects that are addressed, subsequent versions of the test 
plan will also address issues such as audio-video synchronization (a.k.a. “lip sync”), subtitling, closed 
captioning, etc.  This version addresses the use of quality models for Linear IPTV services. 

Related to this document, a document is needed that describes the various quality models ATIS IPTV 
Interoperability Forum (IIF) recommends for in-service monitoring (and other possible) applications of 
IPTV streams.  [5] provides the scope and requirements of such models. 

This test plan is not exhaustive. It is assumed that the user of this test plan document has knowledge of 
and uses relevant standards documents and accepted industry practices of subjective and objective 
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testing of media quality algorithms. This document is a complement to existing standards documents 
related to this field.  A list of such documents is provided in section 2. 

 
1.2   Purpose 
Objective models offer a practical alternative to subjective measurements. Although data collected from 
subjective tests remain the most reliable method for assessing quality, formal subjective tests have 
significant limitations. Most notably, any single subjective test is expensive and time consuming to 
prepare and run. It requires a large number of participants, and only a small set of test sequences can 
be assessed in one test. In contrast, objective models can predict an average non-expert viewer’s opinion 
on a continuous basis. The goal of the testing of objective models is to examine the performance of 
proposed models across a wide range of conditions that are representative of operational IPTV 
environments in terms of codecs, bitrates, and transport mechanisms but restricted to those included in 
the ATIS IIF-defined IPTV architecture (which includes fixed and mobile/wireless environments). 

Various vendors offer products that include a video (and sometimes also an audio) quality metric that 
“predicts” the human-perceived video quality (and audio quality) in the form of a predicted/estimated 
MOS. The video quality metric (algorithm) is either developed in-house by the measurement vendor 
itself, or the rights to use the algorithm have been purchased from an Original Equipment 
Manufacturer (OEM) where the metric was developed. Alternatively, some metrics have been 
developed in academic environments.  

Network, service and content providers of IPTV are the most obvious acquirers of measurement 
products that support these video quality (and audio quality) metrics.  However, there are no 
standardized means for the users to understand how well these products perform, unless such a metric 
has been independently and formally validated. At this moment, there are very few standards in this 
area, and thus the solutions available are mostly non-standardized.  

The current standards process is to standardize these quality measurement solution “algorithms”, but 
test “plans” are not standardized. Typically, each Standards Development Organization (SDO) creates 
its own test plan that is, very likely, slightly different than another SDO’s test plan. However, utilizing 
a single standardized test plan allows diverse algorithms to be tested in the same manner, and allows 
cross comparisons. Parallels to this document in the Voice over IP (VoIP) world can be found e.g. in 
[19], which includes a conformance test plan for quality models for VoIP. 

But a standardized test plan also opens the door for other uses; in particular, one new use is that 
quality measurement solutions may not need to be standardized.  It is sufficient that they be validated.   
Availability of standardized test processes and standardized test plans, developed by SDOs, enables a 
new business model and new opportunities for entities that test and validate metrics on demand.  

 

1.3   Application 
The following describes a list of uses for this document: 

• The criteria described in this document may be used as input to a test process (e.g. as used in 
Video Quality Experts Group (VQEG), International Telecommunications Union-
Telecommunication Standardization Sector (ITU-T) Study Group (SG)-9, SG-12, Video Service 
Forum (VSF), or 3GPP Service and System Aspects (SA) Working Group (WG) 4). Note that this 
document does not specify a test process, only a test plan (see [15]). 
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• Provides a reporting format that allows users of the validated models to compare various 
“like”-models (see explanation in Section 3.1.5). This includes computational complexity as one 
of the factors. 

Note that this test plan does not negate a standards component that will recommend the best metrics. 
ATIS IIF provides this test plan as the industry standard for the evaluation of IPTV quality models. 
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2   REFERENCES 
2.1 Normative References 
The following standards contain provisions which, through reference in this text, constitute provisions 
of this ATIS Standard. At the time of publication, the editions indicated were valid. All standards are 
subject to revision, and parties to agreements based on this ATIS Standard are encouraged to 
investigate the possibility of applying the most recent editions of the standards indicated below. 

1. ANSI S3.6-2004, American National Standard Specification for Audiometers, May 2004. 

2. ATIS-0800002, IPTV Architecture Requirements, May 2006 

3. ATIS-0800013, Media Formats and Protocols for IPTV Services, January 2009.  

4. ATIS-0800018, Linear IPTV Service, January 2009 

5. ATIS-0800031, IPTV QoE Requirements, To Be Published 

6. ITU-R Recommendation BS.1116, Methods for the subjective assessment of small impairments in audio 
systems including multichannel sounds systems, October 1997. 

7. ITU-R Recommendation BT.500-11, Methodology for the subjective assessment of the quality of 
television pictures, June 2002. 

8. ITU-T Recommendation G.1050, Network model for evaluating multimedia transmission performance 
over Internet protocol, 2007 

9. ITU-T Recommendation P.800, Methods for subjective determination of transmission quality, August 
1996 

10. ITU-T Recommendation P.910, Subjective video quality assessment methods for multimedia 
applications, April 2008 

 

2.2 Non-Normative References 
The following references are provided for informative purposes. At the time of publication, the editions 
indicated were valid. All standards are subject to revision: 

11. ATIS-0800004, A Framework for QoS Metrics and Measurements Supporting IPTV Services, 
December 2006 

12. ATIS-0800005, IPTV Packet Loss Issue Report, November 2007 

13. ATIS-0800008, QoS Metrics for Linear Broadcast IPTV, August 2007 

14. ATIS-0800021, EPSNR Trial Use Standard, July 20081 

15. ATIS-08000xx, Technical Report on a Validation Process for IPTV Perceptual Quality Measurements, 
To Be Published 

16. ITU-R Recommendation BT.1683, Objective perceptual video quality measurement techniques for 
standard definition digital broadcast television in the presence of a full reference, February 2004 

                                                      

1 As an ATIS Trial Use Standard, the Estimated Peak to Noise Signal Ratio (EPSNR) objective video quality 
algorithm has been approved by IIF for trial use, and has not yet completed the trial period. As such, the 
document is subject to further change.  
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17. ITU-T Recommendation G.8261/Y.1361 (2008), “Timing and synchronization aspects in packet 
networks”. 

18. ITU-T Recommendation J.144, Objective perceptual video quality measurement techniques for digital 
cable television in the presence of a full reference, March 2004 

19. ITU-T Recommendation P.564, Conformance testing for narrowband voice over IP transmission 
quality assessment models, November 2007 

20. ITU-T Recommendation Y.1540, Internet protocol data communication service – IP packet transfer and 
availability performance parameters, November 2007 

21. ITU-T Recommendation Y.1541, Network performance objectives for IP-based services, February 2006 

22. VQEG, Final report from the video quality experts group on the validation of objective models of video 
quality assessment, March 2000 

23. VQEG, Final report from the video quality experts group on the validation of objective models of video 
quality assessment, Phase II, August 2003 

24. VQEG, Multimedia Group Testplan, Draft Version 1.25, March, 2008 

25. VQEG, Test Plan for Evaluation of Video Quality Models for Use with High Definition TV Content, 
Draft Version 2.7, January 2009. 

26. M. Spiegel, Theory and problems of statistics, McGraw Hill, 1998 

27. Gersho and R. M. Gray, Vector quantization and signal compression, Kluwer Academic Publisher, 
SECS159, 0-7923-9181-0 

28. S. Winkler, Digital Video Quality, John Wiley & Sons, 2005, ISBN 0-470-02404-6 

29. Brotherton, M.D., Huynh-Thu. Q., Hands, D.S., Brunnstrom, K, Invited Paper, Subjective 
Multimedia Quality Assessment, 2006, IEICE Transactions on Communications, vol. E89-A, no. 11, 
pp. 2920-2932. 

30. W. Pattara-Atikom, S. Banerjee, and P. Krishnamurthy, Predicting the Quality of Video 
Transmission over Best Effort Network Service, Proceedings of the 12th International IEEE 
Conference on Computer Communications and Networks, ICCCN 2003. pp. 445-449. 

31. ITU-R BT.601.6, Studio encoding parameters of digital television for standard 4:3 and wide-screen 16:9 
aspect ratios, 2007 
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3   DEFINITIONS, ACRONYMS, & ABBREVIATIONS 
 
3.1   Definitions 
 

3.1.1   Test Actors and Roles 

The following picture depicts the actors involved in the validation of models. 

 
 

Figure 1: Actors associated with the Test Process 

 

Description of the actors: 

 

Actor Definition 

Model Developer Creators/developers of algorithms that predict video, audio-video 
or other media quality, a.k.a. proponents. 

Independent Test 
Laboratory (ITL) 

Labs conduct subjective tests and compare a model’s performance 
with the appropriate subjective test results. 

Model User IPTV service providers, IPTV solution makers, etc. 

Table 1: Test Process Actors 

 

Model developers will have their models validated by one or more ITLs. Various results are shared by 
the ITL with the model developers (see section 3.1.5). For commercially available algorithms sold to 
customers of model developers, i.e. model users, a standard report can be shared. This standardized 
report is useful to the model user in order to compare the performance between various quality models 
offered by same and different model developers. 

Note that no business models are assumed, but two examples are:  
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• A single entity can perform all actors and related functions (provided that there is no conflict of 
interest). 

• Each actor is represented by a different entity. 

 

 

 

3.1.3. Subjective Test Procedure 

For subjective testing the following procedures as depicted in Figure 2 are followed: 

 
Figure 2: Subjective Test Process 

 

• Creation of or access to a complete library of original media content. Note that access to content 
may mean that the content can come from one or more external sources. This original content is 
referred to as Source Reference Channel/Circuit (SRC) material/sequences. 

• Impair the original media content in various manners. The SRC will be processed through a 
number of HRCs to generate the Processed Video and audio-video Sequences (PVS).   

• Perform Subjective Tests with actual non-expert viewers, by showing the PVS and document the 
average of all the viewer’s ratings (MOS) of PVS in Annotated PVS (PVSa). Annotated PVSs 
comprise the PVS itself and the associated MOS.   

• (Not shown in picture) Creation of test vectors for implementation verification.  These will be used 
to verify that the ITL’s implementation of the model developer’s algorithm is consistent with the 
model developer’s implementation. 

 

3.1.4. Objective Test Procedure 

For objective testing the following procedures as depicted in Figure 3 are followed: 

 
Figure 3: Objective Test Process 
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♦ (Not shown in picture) Receive model developer’s quality models. The model developer must 
indicate what type of model it is.  

♦ (Not shown in picture) ITL shares test vectors with model developer, and the two parties verify 
that the model provides the same results for both.  This verifies that the ITL is indeed using the 
model provided by the developer correctly. 

♦ ITL performs objective tests by running the model on the appropriate subset of PVS.  
♦ The quality predictions of the submitted models will be compared with PVSa.  
♦ (Not shown in picture) A report is generated and shared with the model developer. 

 

3.1.5. Reports 

Specifically, the following shall be documented: 

A. Details of the Subjective Test Process (See Figure 2).  The details include: 

a. Description of the displays used for the subjective tests. See section 4.3. 

b. What processing has been applied to SRC. See section 5.6. 

c. Text descriptions of the content used for subjective testing. Providing thumbnails is 
recommended. See section 5.7. 

d. Description of all HRCs. See section 6.2. 

e. A file that provides results of the subjective test. See section 4.6 

B. A database with test vectors.  These are used as reference inputs to the model developer’s 
algorithm.  See section 5.2. 

C. A report with the detailed test results. See section 6.1. 
D. A summary report that describes the performance of the algorithm. 

 

This data will be distributed/shared as follows.  

• The items in “A” are available to all interested parties (the Actors in Figure 1).   

• Item “B” is relevant only to the interaction between the ITL and the model developer.   

• Item “C” is generally provided by the ITL to the model developer and may be considered 
proprietary.   

• The summary report of “D” is generally available to the model developer and model users once 
it has been released by the model developer. 

 

3.1.6. Other  Definitions 

The following definitions are used in this document. Where used, the term is italicized. 

 

Table 2: Other Definitions 

Term Definition 

Aspect ratio The aspect ratio of an image is its width divided by its height. 
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Term Definition 

Cropping Cropping refers to the removal of the outer parts of an image to change the 
aspect ratio, usually to accommodate the display device characteristic. 

De-interlacing Creating the full frame from the even/odd fields.  Effectively converting from 
an interlaced format to progressive format. 

Effective frame rate The number of unique frames (i.e., total frames – repeated frames) per second. 

Frame rate The number of (progressive) Frames displayed Per Second (FPS). 

Intended frame rate 
(constant and 
variable) 

The number of video frames per second physically stored for some 
representation of a video sequence. The intended frame rate may be constant or 
may change with time.  Two examples of constant intended frame rates are a 
BetacamSP tape containing 25 fps and a VQEG FR-TV Phase I [22] compliant 
625-line YUV file containing 25 fps; these both have an absolute frame rate of 25 
fps.  One example of a variable absolute frame rate is a computer file containing 
only new frames; in this case the intended frame rate exactly matches the 
effective frame rate.  The content of video frames is not considered when 
determining intended frame rate.  

Interlacing Interlacing refers to the alternating display of fields comprising the even or odd 
lines of a frame.  The field rate is twice the frame rate.  Common in Cathode Ray 
Tube (CRT) displays. 

Live Network 
Conditions 

Errors imposed upon the digital video bit stream as a result of live network 
conditions. Examples of error sources include packet loss due to heavy network 
traffic, increased delay due to transmission route changes, and multi-path on a 
broadcast signal. Live network conditions tend to be unpredictable and 
unrepeatable. 

Non-expert viewer 

 

Viewers’ occupation (or hobby) does not involve video picture quality or audio-
video quality and they are not experienced assessors. These viewers must not 
have participated in a subjective quality test over a period of six months.  They 
are meant to represent a “typical” consumer of IPTV. 

Picture Height The height of the displayed video (expressed as H). 

Progressive Display format where all lines of a frame are displayed at the same time instant.  
Common in Liquid Crystal Displays (LCD). 

Refresh rate The rate at which the display is updated.  

Rescaling Signal processing involved in changing the video resolution. 

Simulated 
transmission errors 

Errors imposed upon the digital video bit stream in a highly controlled 
environment.  Examples include simulated packet loss rates and simulated bit 
errors.  Parameters used to control simulated transmission errors are well 
defined. 
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Term Definition 

Single stimulus 
method 

Method for collecting subjective ratings from a one-time exposure to the PVS. 

Transmission errors Any error imposed on the video transmission. Example types of errors include 
simulated transmission errors and live network conditions. 

Viewing distance Multiple of the displayed display / picture height. 

 

 
3.2 A Note on Mean Opinion Scores 
ATIS IIF considers MOS, or the measurements that predict MOS, one component of QoE, but does not 
equate MOS to QoE, or implies that QoE only involves video quality and/or audio quality.  

From a practical perspective, an objective measurement test that produces a MOSp with a value on a 
scale from e.g. 1 to 5 still needs to be interpreted by an operator of IPTV services. Related to this, while 
subjective tests involve MOS scores, ATIS IIF is also interested in more elementary visual and audio 
impairments, such as blockiness and blurriness. ATIS IIF defined these impairments as QoE indicators 
in [11]. These areas are for further study and subject of [5]. As progress is made in these areas, it may 
result in an update to this specification. 

 

3.3 Acronyms 
Table 3: Acronyms 

AAC Advanced Audio Coding 

AC Alternating Current 

AC-3 Audio Coding 3 (Dolby Digital) 

ADSL Asymmetric Digital Subscriber Line 

ACR Absolute Category Rating 

AL-FEC Application Layer FEC 

ARQ Automatic Repeat request 

ASCII ANSI Standard Code for Information Interchange 

ATIS Alliance for Telecommunications Industry Solutions 

AVC Advanced Video Coding 

CBR Constant Bit Rate 

CI Confidence Interval 

CIF Common Intermediate Format (352 x 288 pixels) 

CODEC COder-DECoder 

CPU Central Processing Unit 

CRT Cathode Ray Tube 

DCT Discrete Cosine Transform 

DMOS Difference Mean Opinion Score 

DMT Discrete Multi Tone 

DSL Digital Subscriber Line  
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E-AC-3 Enhanced AC-3 

EPSNR Estimated Peak Signal to Noise Ratio 

FEC Forward Error Correction 

FPS Frames Per Second 

FR Full Reference 

GOP Group Of Pictures 

GUI Graphical User Interface 

HD High Definition (HDTV: High Definition Television) 

HE-AAC High-Efficiency AAC 

HRC Hypothetical Reference Circuit 

HRR Hidden Reference Removal 

HW Hardware 

IIF IPTV Interoperability Forum 

INP Impulse Noise Protection 

ITF IPTV Terminal Function 

ITL Independent Test Laboratory 

ITU International Telecommunication Union 

ITU-R ITU – Radio-communication Section 

ITU-T ITU-Telecommunication Standard Section 

LCD Liquid Crystal Display 

MCT Maximum Correlation Threshold 

MIPS Million Instructions Per Second 

MOS Mean Opinion Score 

MOSp Mean Opinion Score, predicted 

MPEG Motion Pictures Expert Group 

MSE Mean Squared-Error 

MTBF Mean Time Between Failures 

NR No Reference 

OEM Original Equipment Manufacturer 

PC Personal Computer 

PIP Picture In Picture 

PLR Packet Loss Ratio  also  Packet Loss Rate 

PON Passive Optical Network 

POS Packet over SONET (Packet over SDH) 

PS Program Segment 

PSNR Peak Signal to Noise Ratio 

PVS Processed Video Sequence 

PVSa Annotated PVS 

QCIF Quarter Common Intermediate Format (176 x 144 pixels) 

QoE Quality of Experience 

REIN Regular Electric Impulse Noise 

RMS Root Mean Square 
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RS Reed-Solomon 

RR Reduced Reference 

SD Standard Definition (SDTV: Standard Definition Television) 

SDH Synchronous Digital Hierarchy 

SFR Source Frame Rate 

SONET Synchronous Optical Network 

SRC Source Reference Channel/Circuit 

STB Set Top Box – see ITF 

TCO Tjänstemännens Centralorganisation. Swedish Confederation of Professional Employees 

TE Transmission Error 

UDP User Datagram Protocol 

VBR Variable Bit Rate 

VDSL Very-High-Speed Digital Subscriber Line 

VGA Video Graphics Array (640 x 480 pixels) 

VoIP Voice over Internet Protocol 

VQEG Video Quality Experts Group 

VSF Video Services Forum 

WAN Wide Area Network 
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4   SUBJECTIVE EVALUATION PROCEDURE 
Beyond the processes and options defined in the relevant standards related to subjective test 
procedures, this section provides particular selections and/or recommendations for models applicable 
to ATIS IIF defined IPTV services.  

In particular, this section discusses the recommended type of subjective test, subjective test 
environment conditions, display specification and set-up, the sample characteristics of the subjective 
test subjects, randomization of the test content, and the presentation format of test results. 

 

4.1 Test Method 
ITLs must have the appropriate facilities to perform subjective tests in accordance with [7] for video 
and appropriate environment for audio-video (e.g. [10]).  

A single stimulus method is recommended, in particular Absolute Category Rating (ACR) (optionally 
with Hidden Reference Removal (HRR)). A single stimulus method provides an efficient, reliable and 
standardized method that allows a large number of test conditions to be assessed in any single test 
session [29]. 

The test presentation order shall be randomized according to standard procedures (e.g. Latin or 
Graeco-Latin square, or via a random number generator). See section 4.5. 

The length of the PVS should be between 8 and 15 seconds. The SRC should be longer to allow for 
processing the HRC.  

Participants in the subjective test shall be provided an instruction script. The specific test will dictate 
the type of instructions. Examples can be found in [22, 23, 24, 25]. 

4.2 Subjective Test Environment Conditions 
Separate subjective tests will be performed for different video and audio formats. Viewing distance for a 
given test should be fixed and selected from the following table. It is specified in multiples of display 
height H. 

 

Table 4: Environment Conditions 

Number of lines Viewing distance (H) Display size (inches) 

1080-720 3-4 26-50 

576-480 4-6 17-32 

288-240 6-8 17-24 

192-96 6-10 17-24 

 

In all subjective tests 1 pixel of video will be displayed as 1 pixel native display. No up-sampling or 
down-sampling of the video is allowed at the player. As a result, low resolutions will only occupy a 
portion of the display. 
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For audio-video tests, the room shall be acoustically isolated and conform to relevant international 
standards (e.g., [6, 9]).  

4.3 Display Specification and Set-up 
The subjective tests should use a high quality Liquid Crystal Display (LCD) display. Appendix B 
specifies the reporting format for the monitor features and setup in tabular form with example data.  
The items include diagonal size, dot pitch, resolution, response time, calibration method, bit depth and 
refresh rate.  Additional information can be provided.  

The LCD should be set-up using the following procedure: 

• Use the autosetting to set the default values for luminance, contrast and color shade of white. 

• Adjust the brightness according to [10]. 

• Set the gamma to 2.2. 

• Scan-rate should be a multiple of the native frame rate of the video sequence. 

Where the video does not occupy the whole visible display area, video sequences shall be displayed 
using a black border frame on a grey background. The black border frame shall be of a size determined 
by the test lab. Examples include 36 lines/pixels for Video Graphics Array (VGA), 18 lines/pixels for 
Common Intermediate Format (CIF), and 9 lines/pixels for Quarter CIF (QCIF). The black border frame 
shall be on all four sides. 

4.4 Test Participants 
Only test participants who are non-expert viewers and listeners shall be considered in the MOS 
calculations. The term non-expert is used in the sense that the participants’ work does not involve 
video quality or audio-video quality, and they are not experienced assessors. They must not have 
participated in a subjective quality test over a period of six months.   

Prior to a session, the participants should be screened for normal or corrected-to-normal visual acuity, 
normal color vision, and normal hearing. Visual acuity will be checked according to the method 
specified in [7, 10]. Normal hearing relates to hearing range and is very dependent on a variety of 
factors, including differences in gender (women or men) and age. To test normal hearing, audiograms 
can be used produced by audio meters that show a threshold level relative to a standardized norm. 
This norm is called a “minimum audio curve” or also “audiometric zero”. There are several definitions 
of the minimal audibility curve defined in different international standards, and they differ 
significantly, giving rise to differences in audiograms according to the audiometer used. One example 
is ANSI standard [1]. The ITL must specify the method followed for testing normal hearing. 

It is preferred that different participants be given a different order of video sequences and/or audio-
video sequences where possible to minimize context and systematic effects. See section 4.5.  

ATIS IIF recommends that at least 24 valid participants per experiment will be used for data analysis. A 
valid participant means a person whose ratings are accepted following post-experiment results 
screening. 

Post-experiment results screening is necessary to discard participants who are suspected to have voted 
randomly. The rejection criteria verify the level of consistency of the scores of one participant according 
to the mean score of all participants over the entire experiment. The method for post-experiment results 
screening is described in Appendix B. Only scores from valid participants shall be used to annotate the 
test sequences.   
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4.5 Randomization 
For each subjective test, a randomization process will be used to generate orders of presentation 
(playlists) of video sequences.  

In generating random presentation order playlists the same scene content should not be presented in 
two successive trials. 

Randomization refers to a random permutation of the set of PVSs used in that test. Shifting is not 
permitted.  The following provides an example of shifting where each individual sequence appears 
random but the three sequences are shifted versions of each other: 

Subject1 = [PVS4 PVS2 PVS1 PVS3] 

Subject2 = [PVS2 PVS1 PVS3 PVS4] 

Subject3 = [PVS1 PVS3 PVS4 PVS2] 

Etc. 

4.6 Results Data Format 
For each subjective test, the ITL should maintain appropriate documentation about the test specifics 
and subjects, including the following data: 

• Test identifier 
• Test date 
• Viewing distance 
• Subject identifier (names should not be recorded) 
• Subject gender and age 
• Scene and HRC identifiers 
• Subjective score 

4.7 Annotated Processed Video Sequences 
The MOS obtained by the ITL for any particular PVS is linked to the PVS.  It suffices that the ITL 
maintain an unambiguous record of the MOS for that PVS.  The MOS and PVS are together referred to 
as an annotated PVS. 
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5   SEQUENCE PROCESSING 

5.1 Source Processing  
The test material shall be selected from a common pool of video sequences.  

All source material should be at least 25 or 30 frames per second, and there should not be more than 
one version of each source sequence for each resolution.  

It is important to minimize the processing of video source sequences.   

5.2 Duration of Source Sequences 
Source content may be obtained from content stored on tape or on hard drive, provided it meets the 
quality requirements outlined in Section 5.5.  

Source content must be at least 2 seconds longer than the desired PVS length.  After processing through 
the HRC, only the middle portion of the sequence shall be stored as the PVS for use in subjective 
testing and for processing by objective models.  

5.3  Camera and Source Test Material Requirements 
The Standard Definition (SD) source test material should be in the formats per [31], DigiBeta, Betacam 
SP, or DV25 (3-chip camera) format or better. Note that this requirement does not apply to Category 3 
(section 5.2) where the best available quality reference will be used.   

The High Definition (HD) source test material should be taken from a professional grade HD camera 
(e.g., Sony HDR-FX1) or better.   

For resolutions lower than SD, high-resolution compressed sequences can be used if they show no 
impairments after being re-sampled to the desired size. 

5.4 Cropping & Rescaling 
If cropping or rescaling of the source video is required, the following is recommended. 

• Cropping regions should be centered vertically and horizontally in the original source. 
• Cropping regions should be applied prior to rescaling and avoid use of overscan areas (i.e. black 

borders). 
• Cropping and rescaling should be applied such that the target video sequence has the correct 

frame and pixel aspect ratio. 
• The source video should have a sufficiently high resolution compared to the target such that 

rescaling artifacts are minimized. 
• If an interlaced source is used to create a progressive target sequence, appropriate high-quality 

de-interlacing techniques should be applied so as to minimize de-interlacing artifacts. 
Note: These recommendations do not apply to scaling performed as part of the HRC, e.g. in the 
encoding process 
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5.5 Types of Test Material 
The test material must be representative of a range of content and applications. The list below identifies 
typical test material that forms the basis for selection of sequences. 

1) movies, movie trailers   

2)  sports 

3) music video 

4) advertisement 

5) animation  

6) broadcasting news 

 

Completely still video scenes shall not be used in the test. 

The source video should only be used in the testing process if an expert in the field considers the 
quality to be good or excellent (the expert’s opinion is not included in the MOS).  However, it may be 
useful to include a sample of lower quality source material. 

Some of the test SRC material will be made available to the model developers. It is highly likely that  
the model developers will use this material to train their models. To prevent models from being trained 
as much as possible, however, the ITL must also maintain some SRC material as secret, and use this 
secret material to evaluate the submitted models. 

5.6 Source Video Sequence Documentation 
Preferably, each source video sequence should be documented, providing the exact process used to 
create each source video sequence and listing the following information:   

• Camera specifications. 

• Source region of interest (if the default values were not used). 

• De-interlacing method (if necessary). 

5.7 Reporting Source Video Content Used for Validation 
All used content should be described in text form with the following minimum information: 

 

Table 5: SRC Content Description 

Temporal 
and spatial 
complexity 

Duration Scene 
cuts 

Resolution Down-
sampling 
procedures 

Interlaced/ 
Progressive 

De-
interlacing 

De-
interlace 
method 

 

Whereas the actual video content may be treated as confidential, all text descriptions of the content 
should be in the public domain. 

If possible, thumbnails of the SRC can also be made available. 
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6   HYPOTHETICAL REFERENCE CIRCUITS 
 

6.1 Introduction 
The subjective tests will be performed to investigate a range of HRC error conditions. These error 
conditions may include, but will not be limited to, the following: 

• Compression errors (such as those introduced by varying bit-rate, codec type, frame rate and so 
on) 

• Transmission errors/network conditions, including impairments introduced by the network can 
be achieved in one of two methods 

• Simulation/emulation of the network.  This would utilize software and/or test equipment 
to emulate network conditions such as packet loss, delay, and delay variation (packet jitter).  
The method and parameters used in the emulation/simulation should be documented. 

• Recording actual streams observed at the output of a network between the source generator 
and the decoder. — Test equipment at both the source and destination must be deployed to 
record the delay and delay variation — Packet loss information is derived from the packet 
stream. 

To ensure confidence that the HRCs are appropriate, written descriptions of HRCs should be available. 
The following textual descriptions should be in the public domain.  

 

Table 6: HRC File Format 

Codec 
type 

Encode 
profile 

Post-
filtering 

Resolution Resizing Transmission 
error 
description 

 

In particular, the following information must be provided: 

Table 7: HRC File Description 

Codec Type A description of the codec used, implementation/brand, 
software/hardware 

Encode Profile Bit-rate, Variable Bit Rate (VBR)/ Constant Bit Rate (CBR), filter options 
such as de-blocking, frame rate, key frame interval and Group Of Pictures 
(GOP) structure, etc. 

Post-filtering Yes/no 

Encoded video 
format (if different 
from source 
format) 

Resolution (horizontal x vertical) and frame rate (see [4] for list of IPTV 
video formats) 
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Transmission error 
description (if 
applied) 

Method of introducing Transmission Errors (TE), loss rate, 
bursty/random, Software (SW)/Hardware (HW) method used to 
introduce TE, transmission scenario (User Datagram Protocol (UDP)), etc.  
ATIS IIF specifies that MPEG runs over UDP. 

 

The overall selection of the HRCs will be done such that most, but not necessarily all, of the conditions 
in the following subsections are represented. 

Note:  The limitation of PVS duration to a few seconds will not allow the examination of the effect of 
impairments that introduce artifacts over longer durations.  

 

6.2 Audio and Video Bit-rates and Codecs 
While SD, HD and Picture in Picture (PIP) profile descriptions are provided in this section, note that 
these descriptions and other media formats that are in scope of ATIS IIF defined IPTV services are 
defined in [4]. The media formats need to be reported according to the template defined in Appendix B. 

 

Table 8: Bitrates and Codecs 

Codec Type Bit rates 

SD 500 kbit/s to 5 Mbit/s (see profiles below) 

HD 2 Mbit/s to 20 Mbit/s (maximum of 10 Mbit/s for AVC-encoded 
content) (see profiles below) 

PDA/Mobile (QCIF) 16 kbit/s to 320 kbs 

PC1 (CIF) 64 kbit/s to 704 kbit/s 

PC2 (VGA) 128 kbit/s to 4 Mbit/s 

 

6.2.1 Standard Definition Profile 

Video: 

Required: AVC Main Profile @ Level 3.0 

Optional: AVC High Profile @ Level 3.0 

 

Audio: 

Required: HE-AAC Profile @ Level 2 (up to 2 channels, 48 kHz sampling rate) 

  AC-3 Profile - 48 kHz sampling, up to 448 kbps bitrate, up to 5.1 channels  

 

Optional HE-AACv2 Profile @ Level 2 

HE-AACv2 Profile @ Level 4 (up to 5.1 channels, 48 kHz sampling rate) 
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6.2.2 High Definition Profile 

Video: 

Required: AVC High Profile @ Level 4.0 

 

Audio: 

Required: HE-AAC Profile @ Level 4 

  AC-3 Profile - 48 kHz sampling, up to 448 kbps bitrate, up to 5.1 channels 

 

Optional: HE-AACv2 Profile @ Level 4 

 

6.2.3 Picture in Picture Profile 

Video: 

Required:  AVC Main Profile @ Level 1.3 

 

Audio: 

Required:  None 

Optional:  HE-AACv2 Profile @ Level 2 (constrained to stereo up to 48 kbps, restricted to 48kHz 
sampling rate) 

 

6.3 Simulated Transmission Errors and Packet Loss/Delay Variation 
A set of HRC will include error profiles and levels representative of packetized (IPTV) transmission.  
For example, some of the following transmission schemes could introduce characteristic impairments: 

• Access networks based on technologies such as Digital Subscriber Line (xDSL), wireless local 
loop, and Passive Optical Networks (PON).. 

• Metro networks based on Ethernet 

• Metro networks based on packet-over- Synchronous Optical Networks (SONET/Synchronous 
Digital Hierarchy (SDH) (Packet Over SONET/SDH) 

• Wide Area Networks (WAN) comprised of various transport technologies and networking 
protocols, with and without protection switching for failure restoration.  

It is important that when creating HRCs using a simulator, adequate documentation is produced 
detailing simulator settings. See appendix B for details.  Given that transmission errors result in packet 
loss, HRCs must include packet loss with a range of Packet Loss Ratios (PLR) and distribution that is 
representative of typical real-life scenarios. 
Appendix B provides guidelines on the procedures for creating and documenting transmission error 
conditions.  Other impairments should be treated similarly. The Gilbert-Elliott model considered in 
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Appendix C is an accepted model (see [8]) for this purpose. The loss model and all of its parameters 
used in testing must be fully documented with reported results.  

Most IPTV architectures will include one or more forms of error correction (for example, FEC and/or 
retransmission/ARQ).  The simulation should include packet loss scenarios that exceed the capabilities 
of these error correction methods. Uncorrected packet loss rates can range from one lost packet per test 
clip up to about 5% of the entire video clip. See section 6.4. 

In order to cover different scenarios, we consider the following models of packet loss (see Appendix C): 

• Bursty packet loss. The packet loss pattern can be generated by a link simulator or by a bit or 
block error model, such as the Gilbert-Elliott model. 

• Random packet loss  

• Periodic packet loss, in some cases. 

Choice of a specific PLR is not sufficient to characterize packet loss effects, as perceived quality will 
also be dependent on codecs, content, packet loss distribution (profiles) and which types of video 
frames were affected by the loss of packets. For reliable and robust testing, different levels of loss ratio 
with different distribution profiles are selected in order to produce test material that spreads over a 
wide range of video quality. To confirm that test files do cover a wide range of quality, the generated 
test files (i.e., decoded video after simulation of transmission error) will be viewed by the ITL to ensure 
that the visual and audio degradations resulting from the simulated transmission error spread over a 
range of video/audio quality over different content.  

Network simulators may also be capable of generating delay variation, and this will result in packet 
loss at the receiver when the range of variation is sufficiently large (but would be viewed as delay 
variation in a network monitoring device). 

 

6.4 Testing with Error Correction Methods 
Models may use packet stream information, decoded media information, or both types of information 
as inputs to the estimation process.  When packet stream information is used, the point(s) where stream 
information will be collected must be decided as a key consideration in the validation plan.  At least 
two possibilities exist: 

1. The stream information is collected along the transmission path between the Source and 
Receiver (and prior to seeing any benefits from a Forward Error Correction (FEC) or Automatic 
Repeat reQuest (ARQ) protocol. This sort of monitoring point is applicable throughout the 
packet transport path, but requires access to a single program stream (not an aggregate of many 
streams), and only covers the impairments accumulated to a specific intermediate point in the 
path. In this scenario, the parameters and operating parameter ranges of the packet loss 
mitigation method need to be specified to adequately describe the embedded method to the 
model developer and the ITL. For example, FEC-based methods include key parameters on 
information block size and the number of overhead/correction packets associated with each 
block. 

2. The stream information is collected after the transmission path and the packet loss/delay 
mitigation (e.g., FEC or ARQ protocol) at the Receiver (this is usually available within the 
ITF/STB). 
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The model developer must indicate if and what packet stream information is needed and where along 
the end-to-end path the model should be placed to ensure appropriate testing. Note that [5] will 
identify common types of such information.  

Also note that [3] describes an Application Layer FEC (AL-FEC) mechanism adopted by ATIS IIF.  

 

6.5 Live Network Conditions 
Simulated errors are an excellent means to test the behavior of a system under well defined conditions 
and to observe the effects of isolated distortions. In real live networks however usually a multitude of 
effects happen simultaneously when signals are transmitted, especially when radio interfaces are 
involved. Some effects, such as those resulting from handovers in mobile networks, can only be 
observed in live networks. The term "live network" specifies conditions which make use of a real 
network for the signal transmission. This network is not exclusively used by the test setup. It does not 
mean that the recorded data themselves are taken from live traffic in the sense of passive network 
monitoring. The recordings may be generated by traditional intrusive test tools, but the network itself 
is simulated. 

Live network conditions of interest include radio transmission (e.g., mobile applications) and fixed IP 
transmission (e.g., best-effort IP-network with ADSL-access).  Live network testing conditions are of 
particular value for conditions that cannot confidently be generated by network simulated transmission 
errors (see section 6.3).  Live network conditions should exhibit distortions representative of real-world 
situations that remain within the limits stated elsewhere in this test plan. 

Normally most live network samples are of very good or best quality. To get a good proportion of 
sample quality levels, an even distribution of samples from high to low quality should be saved after a 
live network session.   

Live network conditions as opposed to simulated errors are typically uncontrolled by their very nature. 
The distortion types that may appear are generally very unpredictable. However, they represent the 
most realistic conditions as observed by users.  

Recording PVSs under live network conditions is generally a challenging task since a real hardware test 
setup is required.  Ideally, the capture method should not introduce any further degradation.  The only 
requirement on capture method is that the captured sequences conform to the file requirements in 
section 6.8 and 7.1. 

In order to prepare the PVSs the same rules apply as for simulated network conditions. The only 
difference is the network used for the transmission. 

Note: There are network conditions such as excessive packet delay variation that may not be captured 
or detected even in such live network data capture scenarios.  For example, the impact of packet delay 
variation on the phase-lock of an operational, as opposed to an ideal, ITF will not be ascertained. 

 

6.6 Frame Rates 
For those codecs that only offer automatically set frame rate, this rate will be decided by the codec. Some 
codecs will have options to set the frame rate either automatically or manually.  

Manually set frame rates (constant frame rate) may include:  
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Table 9: Frames Rates 

Codec 
Application 

Frames Rates (in fps) 

SD 30 , 25 

HD 60, 50, 30, 25, 24 

PDA/Mobile 30, 25, 15, 12.5, 10, 7.5   

PC1 (CIF) 30, 25, 15, 12.5, 10, 7.5   

PC2 (VGA) 30, 25, 15, 12.5, 10, 7.5   

 

Care must be taken when creating test sequences for display on a PC monitor. The refresh rate can 
influence the reproduction quality of the video which requires that the sampling rate and display 
output rate are compatible. For example, given the source frame rate of video is 30fps, the sampling rate 
is 30/X (e.g.  30/2 = sampling rate of 15fps). This is the frame rate. This can be up-sampled by repeating 
frames from the sampling rate of 15fps to obtain 30 fps for display output.  

The intended frame rate of the source and the PVS must be identical. 

 
6.7 Pre-Processing 
The HRC processing may include, typically prior to the encoding, one or more of the following: 

• Filtering 

• Simulation of non-ideal cameras (e.g. mobile) 

• Color space conversion (e.g. from 4:2:2 to 4:2:0) 

• Interlacing of progressive source. 

This processing will be considered part of the HRC. 

 

6.8 File Capture 
The input to the model could be a data file using a format appropriate for the model.  For example, the 
input could be 

• Bitstreams captured directly from the encoder.  Files of this type generally have extensions 
representative of multimedia content (e.g. of .ts or .mp4). 

• Packets captured from the stream between the encoder and decoder.  Typically these will be the 
collection of IP packets together with a time-stamp that identifies the time instant when the first 
bit of the packet crosses the observation point. 

• Data file representing the uncompressed version of the PVS that is captured at the output of the 
software or hardware decoder. 
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7   OBJECTIVE QUALITY MODELS 
 

It is recommended that a model is validated using a different subset of PVS’s for every submission in 
order to avoid overtraining on the specific database.  The ITL should develop these, preferably disjoint, 
subsets such that they are representative of the entire database.  If establishing such subsets is 
impractical, then the use of the entire database for each validation is recommended. A description of 
the SRCs (see section 5.7) and HRCs (see section 6.1) used to validate the model will provide insights 
into the variety of the content used. 

7.1 Model Input and Output Data Format 
Model input will be a bitstream encapsulated in .ts or pcap format.  See section 6.8. 

The output file format of the model will take the form 

 <processed-file>  MOSp 

where <processed-file> is the name of the processed sequence run through this model.  

7.2 Test Vectors 
The purpose of test vectors is to ensure compatibility between the test files maintained by the ITL and a 
developer’s model. These test vectors will be shared with model developers. 

The ITL should produce a small number of test vectors, which must abide by the file format constraints 
described in this test plan. The test vectors should be made using publicly available source content and 
should indicate the full quality range of the sequences used in the experiments. Test vectors must not 
be used to evaluate the predictive performance of a model. 

Upon submission of a model, the ITL will verify its correct operation as follows: 

• If the model developer submits the model as executable code, the ITL will validate that the 
submitted model runs on their computer, by running the model on the test vectors and showing 
that the model output (the quality rating, MOSp) matches the value expected by the model 
developer. 

• If the model developer supplies a specific computer or machine that implements the model, the 
ITL will run the model on the supplied computer or machine and show that the model output 
(the quality rating, MOSp) matches the value expected by the model developer. 

If discrepancies are found, the ITL and the model developer will collaborate on corrective actions. 
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8   OBJECTIVE QUALITY MODEL EVALUATION CRITERIA 
This chapter describes the evaluation metrics and procedure used to assess the performance of an 
objective video quality model as an estimator of video picture quality in a variety of applications. 

8.1 Evaluation Procedure 
The performance of an objective quality model is characterized by three prediction attributes:  
accuracy, monotonicity and consistency.  

The statistical metrics Root Mean Square (RMS) error, Pearson correlation [26], and Outlier Ratio (OR) 
together characterize the accuracy, monotonicity and consistency of a model’s performance. The 
calculation of each statistical metric is performed along with its 95% Confidence Intervals (CI).  

The statistical metrics are calculated using the objective model outputs and the results from viewer 
subjective rating of the test video clips. The objective model provides a single number (figure of merit) 
for every tested video clip. The tested video clips also get a single subjective figure of merit. The 
subjective figure of merit for a video clip represents the average value of the scores provided by all 
subjects viewing the video clip.  The figure of merit can be MOS or a well-defined one-to-one function 
thereof. 

Objective models cannot be expected to account for (potential) differences in the subjective scores for 
different viewers or labs.  Such differences will not be used to evaluate a model’s performance.   

The objective quality model evaluation will be performed in two steps.  The first step is a monotonic 
rescaling of the objective data to better match the subjective data.  The second calculates the 
performance metrics for the model and their confidence intervals.  

8.2 Data Processing 
Prior to any data analysis, the ITL will perform an inspection of the subjective test data. Any source 
sequences presented in the test with a MOS rating of <4 will be identified and the file will be examined. 
If, in the opinion of the ITL the poor MOS values for these source sequences are due to inferior quality 
then they shall be removed and not included in the subsequent data analysis. 

8.3 Calculating MOS Values 
The data analysis will be performed using the MOS. 

8.3.1 Mapping to the Subjective Scale  

If the set of PVSs is representative of the quality range, then the non linear mapping described below is 
not necessary.  

Subjective rating data often are compressed at the ends of the rating scales.  It is not reasonable for 
objective models of video quality to mimic this weakness of subjective data.  Therefore, a non-linear 
mapping step can be applied before computing any of the performance metrics.  A non-linear mapping 
function that has been found to perform well empirically is the cubic polynomial given in equation 8.1: 

  

dxcxbxaMOS p +⋅+⋅+⋅= 23                                  (8.1) 
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where MOSp is the predicted MOS (fitted), and x is the model’s computed value predicted MOS (raw) 
for a PVS. The weightings a, b  and c and the constant d are obtained by fitting the function to the data 
[MOS, predicted MOS (raw)].  

 This non-linear mapping procedure can be applied to an algorithm’s output before the evaluation 
metrics are computed.  

Any mapping applied to the raw MOSp must be described and incorporated in the Test Report.  

8.4 Algorithm Performance Analysis 
The test lab and algorithm developer must agree on the scope of testing prior to algorithm submission. 
The test lab must include and report performance of the algorithm against the previously agreed data 
set. Primary analysis of model performance will be calculated per processed video sequence.  
Secondary analysis of model performance may be calculated and reported on: 

 averaged data, by averaging the score for all PVSs associated with each HRC 

 averaged data, by averaging the score for all PVSs associated with each SRC 

8.5 Evaluation Metrics 
Once the mapping has been applied to objective data, the three evaluation metrics: root mean square 
error, Pearson correlation coefficient and outlier ratio are determined. The calculation of each 
evaluation metric is performed along with its 95% CI.  

 

8.5.1 Pearson Correlation Coefficient  

The Pearson correlation coefficient R, equation 8.2, measures the linear relationship between a model’s 
performance and the subjective data.  The Pearson coefficient is a normalized value between −1 and 1. 
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  (8.2) 

 

Xi denotes the subjective score (MOS(i)) and Yi the objective score (MOSp(i)).  N in equation 8.2 
represents the total number of PVS considered in the analysis and “i” is the index used to identify the 
PVS.  

It is known [26] that the probability distribution of the statistic z, equation 8.3, is approximately Normal 
and its standard deviation is evaluated by equation 8.4. Equation 8.3 is called Fisher-z transformation. 
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The 95% CI for the correlation coefficient is determined using the Gaussian distribution, which 
characterizes the variable z and it is given by equation 8.5: 

  

zKCI σ⋅±= 1                          (8.5) 

 

NOTE: The number of PVS samples in any reported test shall be greater than 50. For N>50, a suitable 
value for K1 is 1.96.  

 

zKzLowerBound σ⋅−= 1  

zKzUpperBound σ⋅+= 1  

 

The values of Fisher's z of lower and upper bounds are then converted back to Pearson's R to get the CI 
of correlation R. 

 

8.5.2 Root Mean Square Error  

The accuracy of the objective metric is evaluated using the Root Mean Square Error (RMSE) evaluation 
metric. 

The difference between measured and predicted MOS is defined as the absolute prediction error or 
Perror as shown in equation 8.6: 

   

)()( iMOSiMOSP perror −=                                   (8.6) 

 

where the index i denotes the PVS. 

The RMSE of the absolute prediction error Perror is calculated with equation 8.7: 
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where N denotes the total number of video clips considered in the analysis and d the number of 
degrees of freedom of the mapping function. 

In the case of a mapping using a 3rd-order monotonic polynomial function, d = 4 (since there are 4 
coefficients in the fitting function). 

The RMSE is approximately characterized by a χ2(n) (also commonly referred to as “CHI-squared (n)” 
[26]), where n represents the degrees of freedom and it is defined by equation 8.8: 

 

dNn −=     (8.8) 

 

where N represents the total number of samples. 

Using the χ2(n) distribution, the 95% CI for the RMSE is given by equation 8.9 [26]:  
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  (8.9) 

 

8.5.3 Outlier Ratio (using standard error of the mean)  

The consistency attribute of the objective metric is evaluated by the OR which represents the ratio of 
the number of “outlier-points”, M, to total points N.  

   

N
MOR =   (8.10) 

 

where an outlier is a point for which 

 

subjs
error N

iMOSKiP ))((|)(| 2
σ

⋅>   (8.11) 

where σ(MOS(i)) represents the standard deviation of the individual scores associated with the video 
clip i, and Nsubjs is the number of viewers per video clip i. NOTE: For a Gaussian distribution, K2 = 1.96 
for the 95% CI.   

The OR represents the proportion of outliers in N number of samples. Thus, the binomial distribution 
could be used to characterize the OR. The OR is represented by a distribution of proportions [26] 
characterized by the mean, equation 8.12, and standard deviation, equation 8.13: 

     

N
Mp =    (8.12) 
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where N is the total number of video clips considered in the analysis and M is the number of outliers. 

The 95% CI of the OR is given by (8.14): 

 

pCI σ⋅±= 96.1   (8.14) 

 

8.6 Model Complexity 
The ITL will measure average computational complexity proponent’s algorithm on a select set of test 
video sequences representative of the different types of content.  This complexity could be expressed, 
for example, in terms of processing time, Central Processing Unit (CPU) used, memory used.  This is 
also described in Appendix B. 
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ANNEX A: METHOD FOR POST-EXPERIMENT SCREENING OF SUBJECTS 
 

A statistical criterion for rejecting a subject’s data is that it correlates with the average subjects’ data no 
better than chance.  The linear Pearson correlation coefficient for one subject versus all subjects 
(estimated over a collection of PVSs) is defined as: 
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where: 

i = PVS index 

n = number of PVSs in the collection 

xi = MOS of all viewers for PVS with index i 

yi = score of subject under test for the PVS with index i. 

 

The rejection criterion is as follows: 

1. Calculate r for each subject. 

2. Exclude subject if r < 0.75. 
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 ANNEX B: TEST DESCRIPTION TEMPLATE 
 

B.1 Introduction 
The Test Laboratory is required to maintain appropriate documentation regarding the tests performed, 
methods employed, and procedures followed during the evaluation of proposed algorithms for 
estimating the quality of experience.  This appendix addresses some of the required documents and 
provides templates that should be followed. 

B.2 Source Description 
The ITL will maintain records of the source material.  The actual audio-video content is confidential 
and is not generally available.  However, the following information must in the public domain.  The 
information can be recorded in tabular form as shown below.  The entries shown are solely for 
illustrative purposes.  The comment column is optional and does not constitute part of the necessary 
ITL documentation.   

The original source material should be minimally processed.  The ITL will make available for review 
any particular algorithms it uses for such processing such as down-sampling or de-interlacing. 

The ITL should make available at least one representative still image from each source sequence.  
Depending on the nature and Rights associated with the clip, an alternative could be a reduced 
resolution/clarity version of the sequence that is provided solely for indicating the nature of the 
content. 

Table B.1: Description of Source Material 

Parameter Identifier/Value Comments 

Source 
Sequence  

Car-chase-09-08-07 Name for the sequence 

Length 20 seconds Should be at least 2s longer 
than PVS 

Content Contains significant motion; taken from 
a movie. 

Brief description of video 
and audio 

Frame Rate 30 fps 24 to 30 frames/sec 

Resolution 480i  

Original 
Resolution 

480i Resolution should be 
adjusted prior to applying 
the HRC to get the PVS 

Original Source 
format 

DigiBeta  

Cropping and 
Rescaling 

None As appropriate 

Camera model If available  
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Parameter Identifier/Value Comments 

# of Audio 
Channels 

4 Surround sound 

Audio 
sampling rate 

44 kHz  

Audio 
sampling 
wordlength 

16 bits  

Audio level   

Others TBD   

 

B.3 Hypothetical Reference Circuit 
The ITL will create the PVS (processed video sequence) by processing the source video sequence 
according to a hypothetical reference circuit (HRC).  The ITL will make available in the public domain 
written descriptions of the HRCs applied.  These may be vetted for clarity, completeness and 
consistency by ATIS-IIF-QoSM.  A suitable template for documenting an HRC is provided in Table B.2. 

 

Table B.2: Description of HRC 

Parameter Identifier/Value Comments 

Name   Identification of the HRC 

Video codec  description of the codec used, make/model, 
implementation (software/hardware), etc. 

Video encoding 
profile 

 bit-rate, VBR/CBR, filter options such as 
deblocking, frame rate, key frame interval and 
GOP structure, etc. 

Audio codec  description of the codec used, make/model, 
implementation (software/hardware), etc. 

Audio 
encoding 
profile 

 bit-rate, etc. 

Transmission 
errors (TE) 

 method of introducing TE, loss rate, 
bursty/random, sw/hw method used to 
introduce TE, etc.  
(see also Appendix C) 

Transmission 
type 

 TCP/IP, UDP, etc. 

Packet Jitter  Method of introducing packet delay variation; 
PDV metrics 
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Parameter Identifier/Value Comments 

Others TBD   

 

The ITL will document its methods for introducing impairments. Table B.3 below describes the 
parameters to be logged when introducing transmission errors with a simulator.  All parameters are 
required, except those explicitly described as “optional”.  

 

Table B.3: Parameters to be logged when introducing transmission errors 

Logging Category Logging details 

Simulator description • Type of simulator (packet simulator) 
• Simulated network  
• Version of simulator 
• Hardware/system it was run on 
• General description of how transport errors are introduced 

Input parameters to 
simulator (depends on 
type of simulator, only 
examples given here) 

• Bandwidth limit 
• System buffer size 
• Block or bit error rates 
• Latency 

Output parameters from 
simulator 

Packet simulator  

• Average packet loss ratio in percent 
• Length of window to calculate packet loss ratio 
• Number of total packets 
• Average packet delay in ms 
• Sequence number of lost packets (optional) 
• Distribution of packet delay (optional) 
• Packet size distribution (optional) 

Decoder • General description of decoder (name, vendor) 
• Version of decoder 
• Post filter used (if known) 
• Error concealment used (if known) 

Others TBD  
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B.4 Display 
The ITL will document the characteristics of the display used in subjective testing.  Specifically the 
parameters indicated in Table B.4 should be addressed.  The ITL may provide additional material if 
necessary to illustrate the condition for a specific result or test.  The entries in the specification column 
are provided as an example. 

Table B.4: Display System Characteristics 

Monitor Feature Specification 

Diagonal Size 24 in 

Dot pitch 0.3mm 

Resolution 1280x1024 

Gray to Gray Response Time (if specified 
by manufacturer, otherwise assume 
response time reported is white-black) 

<30ms 

(<10ms based on white-black) 

Color Temperature 6500K 

Calibration Method Eye One / Video Essentials DVD 

Bit Depth 8bit/colour 

Refresh Rate 100Hz 

Make and Model XYZ/xyz 

Label (TCO)  

 

The audio equipment used in the subjective should be recorded as well as in Table B.5. 

Table B.5: Audio System Characteristics 

Audio Feature  Specification 

Speakers/headphones  

Amplifier  

Others TBD  

 

B.6 Test Laboratory Algorithm Validation Report 
The ITL will maintain a record of the results achieved when the proponent algorithm is applied to the 
various PVSs.  The following template shown in Table B.6 is recommended: 
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SRC 
Identifier 

HRC 
Identifier 

MOSp 
raw 

MOSp 
fitted 

MOS Number 
of 

subjects 

standard 
deviation 

confidence 
interval 

        

Table B.6: Test Report Format 

In addition, any fitting applied to the raw MOSp shall be documented. 

B.7 Algorithm Complexity 
The ITL should provide a measure of the complexity of the proponent model (algorithm).  For software 
models, the intent of this complexity measure is to establish the feasibility of implementing the 
algorithm on a given hardware platform (e.g. computer).  It should be possible, based on this 
information, for the Model User to determine whether it is feasible for the model to execute in real-time 
on the Model User’s choice of platform. For hardware models the intent is to provide guidance for 
deployment of the model (e.g. in a Service Provider’s network). 

The measure of algorithm complexity is not specified in detail here.  The ITL has leeway in proposing a 
measure of complexity that it can establish reliably and consistently over the various models that it 
validates.  

For example, for a software model the ITL can provide a measure of complexity by providing: 

a. an estimate of the memory requirements and processing power (MIPS). 
b. the capability (processor speed, memory, operating system, etc.) of the platform used by the ITL 

to run the model. 
c. the execution time (minimum/average/maximum) over the set of PVSs that the model is 

applied. 
 

For a hardware model the Model developer should provide the specifications of the unit.  The ITL 
should concur with 

a.  whether the model is a standalone device or a blade (e.g. plug-in for a PCI slot in a computer) 
b. the time taken for the model to execute (e.g. minimum/average/maximum as in the case of the 

software model). 
 

In particular, the ITL should validate whether the results of the hardware model are available in real-
time. 
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APPENDIX C MODEL FOR CREATING TRANSMISSION ERRORS 

C.1 Introduction 
Once a link is set up and communicating successfully, packets are lost primarily either because of 
network congestion, or because of transmission errors. Transmission errors can either be isolated events 
on optical or other links, or consecutive bursts such as impulse noise causing an uncorrectable error on 
a DSL line. A packet loss model is presented here that simultaneously models all three of these error 
types; this model can be used for accurate assessment of IP or higher layer error correction techniques.  

Bursty, random, and periodic packet loss models are available in commercially-available packet 
network emulators. 

The model here is a combination of two models: a two state Gilbert-Elliott model plus a model of error 
bursts on DSL lines.  The Gilbert-Elliott model has sparse transmission errors in the Good state and 
frequent errors from congestion in the Bad state.  Congestion parameters are determined from an 
evaluation of error bursts caused by congestion from multiplexing many VBR encoded MPEG-4 IPTV 
streams.  The model of DSL burst errors assumes interleaved FEC is used at the DSL layer, and 
occasional uncorrectable errors from impulse noise causes loss of an entire interleaved block of length 
8ms. 

ITU-T Recommendation G.1050 [8] provides a methodology for estimating packet loss and packet delay 
variation in packet networks.  Specifically it recommends the use of a two-state Gilbert-Elliott model 
which is known to be effective in modeling bursty packet loss events.  This model is used here. G.1050 
provides many guidelines for loss parameters.  In this appendix some parameters for the loss model are 
recommended that are appropriate for IPTV scenarios; these were obtained by simulation (see Sec. C.2). 

G.1050 also includes models for delay variation that follow a Markov model with impulsive input.  
Other models for packet delay variation are provided in ITU-T Recommendation G.8261 [17]. The 
suitable model of packet delay variation, and the impact on IPTV, is the subject of ongoing research.  
However, for purposes of this test-plan, a representative packet delay variation pattern can be applied.  
A representative pattern is one that has been observed (measured) in a representative network or one 
that meets the SLA in force. 

It is unlikely that the jitter observed in an IPTV deployment will result in jitter buffer 
overflow/underflow and thus jitter will not be a frequent cause for packet loss in the ITF.  The impact 
of jitter on the synchronization loops in the ITF that synchronize the decoder and the source is for 
further study.  Since the test sequences recommended in this test plan are short, it is likely that the lack 
of synchronization will be a second-order effect in most models.  The lack of synchronization would 
manifest itself in longer observation intervals and in phenomena such as (loss of) lip-sync and may be 
addressed in subsequent versions of the test plan. 

C.2 Network Congestion Error Burst Length Model 
Figure C.1 shows a 2-state Gilbert model for packet loss due to network congestion [30]. As shown in 
Figure C.1, this model has a Good state and a Bad state.  Time epochs in this model are equal to a 
packet. While in the Bad state, some but not all packets are lost. The probability of transitioning from 
Good to Bad is α, and the probability of transitioning from Bad to Good is β.  The probability of being in 
the Bad state equals α/(α + β) .  Denote the number of packets in the Bad state as ε.  The average number 
of packets sent during the Bad state = E(ε) = 1/β.   The probability of being in the Bad state n consecutive 
times is given by the geometric probability, Pr(ε = n) = β·(1− β) n−1 
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Figure C.1.  Two-state Gilbert model for packet loss bursts due to network congestion. 

The parameters of this 2-state Gilbert model were obtained by simulation.  The simulations 
multiplexed many VBR video streams onto a single transmission pipe. VBR encoded MPEG-4 (H.264) 
video frame sizes were scaled to the bit rates of 2.1 Mbps for standard-definition TV (SDTV) and 9.3 
Mbps for HDTV, then 5.34% packet overhead was added.  Three different high-quality clips were 
concatenated into a file with 270000 frames.  The MPEG-4 data was smoothed over 3 video frames with 
buffering, limited to less than 0.12 second buffer delay for streaming on the network.  Here 25% of the 
simulated traffic is HDTV and 75% SDTV.  Twenty million video frame times (230 hours) were 
simulated for each scenario with the multiplexed video streams restarting at random points in the 
frame size file.  The VBR video was passed through smoothing buffers, transmitted, and multiple 
streams aggregated.  The number of multiplexed streams was increased until there was occasional 
packet loss and then congestion loss statistics were taken. Such loss could occur on any port in the 
network. 

The Bad state is defined as a video frame time period with packet loss.  If there was any overflow due to 
network congestion during a video frame time, then the frame was marked as an errored frame, in the 
“Bad state.” 
ATIS-0800005 [12] shows results of an analysis of packet loss of 2.1 Mbps standard definition video and 
9.3 Mbps HDTV, for cases where there is sufficient video traffic to cause a small percentage of errored 
frames.  The parameter beta (β) is related to the length of bursts of errored frames, in numbers of video 
frames.  These results showed that the parameter β has little variability, with an average value of β = 
0.0016.  The average burst length = 1/β = 625 packets. 

The parameter α varies with the probability of being in the Bad state, PΒ, and β.  Specifically, 
α = β·PΒ/(1− PΒ). 

The Mean Time Between Failures (MTBF) is the average time between burst error events. 

The above model shows how many frame time periods experience some packet loss.  The simulations 
had up to 6% PLR during an error event, with an average of 2.0% PLR while in the Bad state.  These 
simulations only modeled slightly overloaded conditions, and higher PLR could easily occur with more 
overloading. 

Overall, the value of β = 0.0016 is consistent and is recommended for the model.  PLR should be 
between 1% to 10% in the Bad state. The quantity α is a variable that can be used to vary the overall 
PLR.  

A low residual PLR value of about 10−8 is assumed to occur in the Good state, with independent 
occurrences of a single lost packet.  Thus a packet is lost while in the Good state according to an 
independent Bernoulli variable with probability of 10−8. The value of 10−8 comes from assuming a 10−12 
bit error rate on an optical link (a common requirement), which causes a bit error in a maximum length 
IP packet (1316 octets) corresponding to a PLR of (1316*8)*10−12 = 10−8. 

Good Bad

1 - alpha alpha

beta

1- beta

Good Bad

1 - alpha alpha

beta

1- beta
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C.3 Transmission Errors: ADSL2+ and VDSL2 
Copper access links are known to occasionally experience uncorrectable burst errors from impulse 
noise.  Impulse noise is comprised of short duration (tens of microseconds) bursts of high-power noise, 
often caused by transients on nearby high-voltage power lines.  

Impulse noise is mitigated in ADSL, ADSL2, ADSL2+, VDSL, and VDSL2 by using interleaved Reed-
Solomon (RS), and FEC codes for DSL-layer error correction.  For ADSL/2/2+ and VDSL2, error-
causing impulse noise will usually wipe out an entire 250 microsecond Discrete Multi-Tone (DMT) 
symbol, or multiple consecutive DMT symbols. The Impulse Noise Protection (INP) value is the 
number of consecutive DMT symbols which can be reliably corrected. INP is determined by the 
physical layer Reed-Solomon code parameters and the interleaving depth. INP increases as delay 
increases and as coding redundancy increases. 

Impulse either occurs at random times or periodically.  Random impulse events are well modeled with 
independent (Poisson) arrival times Error! Reference source not found..   Periodic impulse noise is 
called Regular Electric Impulse Noise (REIN) and occurs synchronous with the AC power carrier peak 
magnitudes, 120 times per second in North America.  It is assumed here that REIN is effectively 
corrected by DSL-layer error correction, since if it isn’t then the error rate is probably unacceptable for 
IPTV. So, only impulse noise with random arrival times is assumed here. 

Typically, interleaved blocks of data that are protected by DSL-layer error correction are contiguous 
and 8 milliseconds long.  If there is an unrecoverable error, then an entire interleaved block is assumed 
lost; typically about 8 milliseconds of data, although values other than 8 milliseconds are allowed.  So, 
DSL errors are modeled here as total loss of data for 8 milliseconds, with independent Poisson arrivals. 
The arrival rate of these error events is variable but shouldn’t be more often than once every 10 minutes 
or so.  In [12] it was estimated that one of these error events would occur roughly every 1.4 hours on a 
line that experiences such errors. 

C.4 Overall Packet Loss Model 
The models for packet loss due to network congestion, and due to transmission errors, from the last two 
sections may easily be combined since they have independent causes and are reasonably infrequent.  It 
is safe to assume that the PLR is the sum of the PLR due to network congestion as modeled in section 
C.2, and due to DSL transmission errors as modeled in section C.3. Note also that there is a 10−8 PLR in 
the Good state in the model in section C.2 to account for scattered and infrequent packet loss.  

In summary, the overall packet loss model is the Gilbert-Elliott model, plus independent DSL error 
events.  DSL error events wipe out a contiguous block of 8 milliseconds of the IPTV stream occurring 
with exponential inter-arrival times (Poisson arrivals) with average inter-arrival times from 10 minutes 
to 2 hours. In the Gilbert-Elliott model in Error! Reference source not found., β = 0.0016, and the 
parameter α can vary from about 10−5 to 10−7 in order to vary the overall PLR.  The PLR in the Bad state 
is between 1% to 10%, and the PLR in the Good state is 10−8.  Some runs may exclude all DSL errors to 
simulate purely optical access. 

C.5 Loss Models for Evaluating Video Quality 
Clearly it is necessary to define channel models which can be used to evaluate the relative performance 
of video quality models with video that has experienced network impairments. 

The exact level and pattern of IP packet losses varies from network to network and between access 
lines.  Detailed information on this topic is often commercially sensitive and thus may not be readily 
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available.  One approach is then to define a “range” of loss models resulting in a range of overall packet 
loss rates.  This avoids the need to determine a particular loss rate to test.   Model users, who may be in 
possession of more detailed data about their own company’s networks, can make their own judgments 
about which cases are of most interest 

C.6 Combined Congestion and Isolated Loss Model 
The model described in section C.2 generates a combination of isolated loss and burst loss. The 
proportion of each type can be varied.  Model parameters should be used that cause a number of 
isolated loss events that equals the number of visits to the “Bad” state (number of congestion events).  
For all evaluations: 

β = 0.0016 
In addition the following three quantities must be reported: 

α  
PLR in “Good” state (typically of the order of 10−8) 

PLR in “Bad” state (typically in the range of 1% to 10%) 

Note: Choice of a specific PLR is not sufficient to characterize packet loss effects, as perceived quality 
will also be dependent on codecs, content, packet loss distribution (profiles) and which types of video 
frames were hit by the loss of packets. To confirm that the resulting clips do cover a wide range of 
quality, the decoded video clips after simulation of transmission errors should be viewed by video 
experts to ensure that the visual degradations spread over the desired range of video quality. 

C.7 Impulse Noise Loss Model 
The model described in section C.3 should be applied, with input parameter the mean time between 
impulses which are not corrected by PHY FEC. 

 

C.8 Combined Loss Model 
To obtain a combined loss model, both the above models are applied, with input parameters chosen 
such that each model generates roughly the same packet loss. 

 

 


