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******** Start change 1 ********
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply:

NOTE:
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

AC
Alternating Current

AL-SDU
Application Layer - Service Data Unit

AMR
Adaptive Multi-Rate

AMR-NB
Adaptive Multi-Rate - NarrowBand

AMR-WB
Adaptive Multi-Rate - WideBand

APP
APPlication-defined RTCP packet

APTO-ARR
Arrival-to-Playout Time Offset – Average Arrival Rate

ARQ
Automatic repeat ReQuest

AS
Application Server

AVC
Advanced Video Coding

CCM
Codec Control Messages

CDF
Cumulative Distribution Function

CMR
Codec Mode Request

cps
characters per second

CS
Circuit Switched

CSCF
Call Session Control Function

CTM
Cellular Text telephone Modem

DTMF
Dual Tone Multi-Frequency

DTX
Discontinuous Transmission

GIP
Generic IP access

GOB
Group Of Blocks

H-ARQ
Hybrid - ARQ

HSPA
High Speed Packet Access

IDR
Instantaneous Decoding Refresh

IMS
IP Multimedia Subsystem

IP
Internet Protocol

IPv4
Internet Protocol version 4

ITU-T
International Telecommunications Union - Telecommunications

JBM
Jitter Buffer Management

MGCF
Media Gateway Control Function

MGW
Media GateWay

MIME
Multipurpose Internet Mail Extensions

MPEG
Moving Picture Experts Group

MRFC
Media Resource Function Controller

MRFP
Media Resource Function Processor

MSRP



Message Session Relay Protocol

MTSI
Multimedia Telephony Service for IMS

MTU
Maximum Transfer Unit

NACK
Negative ACKnowledgment

NTP
Network Time Protocol

PDP
Packet Data Protocol

PLI
Picture Loss Indication

POI
Point Of Interconnect

PSTN    
Public Switched Telephone Network

QoS
Quality of Service

QP
Quantization Parameter
RoHC
Robust HeaderCompression

RR
Receiver Report

RTCP
RTP Control Protocol

RTP
Real-time Transport Protocol

SDP
Session Description Protocol

SID
SIlence Descriptor

SIP
Session Initiation Protocol

SR
Sender Report

TFO
Tandem-Free Operation

TISPAN
Telecoms and Internet converged Services and Protocols for Advanced Network

TMMBN
Temporary Maximum Media Bit-rate Notification

TMMBR
Temporary Maximum Media Bit-rate Request

TrFO
Transcoder-Free Operation

UDP
User Datagram Protocol

UE 
User Equipment

VoIP
Voice over IP

VOP
Video Object Plane

******** End change 1 ********
******** Start change 2 ********
7.3
RTCP usage

7.3.1
General

The RTP implementation shall include an RTCP implementation. 

The bandwidth for RTCP traffic shall be described using the "RS" and "RR" SDP bandwidth modifiers at media level, as specified by RFC 3556 [42]. Therefore, an MTSIclient shall include the "b=RS:" and "b=RR:" fields in SDP, and shall be able to interpret them. There shall be an upper limit on the allowed RTCP bandwidth for each RTP session signalled by the MTSI client. This limit is defined as follows:

· 4 000 bps for the RS field (at media level);

· 3 000 bps for the RR field (at media level).

If the session described in the SDP is a point-to-point speech only session, the MTSI client may request the deactivation of RTCP by setting its RTCP bandwidth modifiers to zero.

If a MTSI client receives SDP bandwidth modifiers for RTCP equal to zero from the originating MTSI client, it should reply (via the SIP protocol) by setting its RTCP bandwidth using SDP bandwidth modifiers with values equal to zero.

RTCP packets should be sent for all types of multimedia sessions to enable synchronization with other RTP transported media, remote end-point aliveness information, monitoring of the transmission quality, and carriage of feedback messages such as TMMBR and APTO-ARR RTCP APP for video and RTCP APP for speech. Point-to-point speech only sessions may not require these functionalities and may therefore turn off RTCP by setting the SDP bandwidth modifiers (RR and RS) to zero. When RTCP is turned off (for point-to-point speech only sessions) and the media is put on hold, the MTSI client should re-negotiate the RTCP bandwidth with SDP bandwidth modifiers values greater than zero, and send RTCP packets to the other end. This allows the remote end to detect link aliveness during hold. When media is resumed, the resuming MTSI client should turn off the RTCP sending again through a re-negotiation of the RTCP bandwidth with SDP bandwidth modifiers equal to zero.

When RTCP is turned off (for point-to-point speech only sessions) and if sending of an additional associated RTP stream becomes required and both RTP streams need to be synchronized, or if transport feedback due to lack of end-to-end QoS guarantees is needed, a MTSI client should re-negotiate the bandwidth for RTCP by sending an SDP with the RS bandwidth modifier greater than zero.

NOTE 1:
Deactivating RTCP will disable the adaptation mechanism for speech defined in clause 10.2.
7.3.2
Speech

MTSI clients in terminals offering speech shall support AVPF (RFC 4585 [40]) configured to operate in early mode. When allocating RTCP bandwidth, it is recommended to allocate RTCP bandwidth and set the values for the "b=RR:" and the "b=RS:" parameters such that a good compromise between the RTCP reporting needs for the application and bandwidth utilization is achieved, see also Annex A.6. The value of "trr-int" should be set to zero or not transmitted at all (in which case the default "trr‑int" value of zero will be assumed) when non-compound RTCP (see clause 7.3.5) is not used.
For speech sessions it is beneficial to keep the size of RTCP packets as small as possible in order to reduce the potential disruption of RTCP onto the RTP stream in bandwidth-limited channels. RTCP packet sizes can be minimized by using non-compound packets or using the parts of RTCP compound packets (according to RFC 3550 [9]) which are required by the application. RTCP compound packet sizes should be at most as large as 1 time and, at the same time, shall be at most as large as 4 times the size of the RTP packets (including UDP/IP headers) corresponding to the highest bit rate of the speech codec modes used in the session. RTCP non-compound and semi-compound packet sizes should be at most as large as 1 time and, at the same time, shall be at most as large as 2 times the size of the RTP packets (including UDP/IP headers) corresponding to the highest bit rate of the speech codec modes used in the session.
For speech, RTCP APP packets are used for adaptation (see clause 10.2).

7.3.3
Video

MTSI clients offering video shall support AVPF (RFC 4585 [40]) configured to operate in early mode. The behaviour can be controlled by allocating enough RTCP bandwidth using "b=RR:" and "b=RS:" (see section 7.3.1) and setting the value of "trr-int".
MTSI clients offering video shall support transmission and reception of AVPF NACK messages, as an indication of non-received media packets. MTSI terminals offering video shall also support reception of AVPF Picture Loss Indication (PLI). An MTSI client receiving NACK or PLI should take appropriate action to improve the situation for the MTSI client that sent NACK or PLI, although no action is mandated nor specified. Note that by setting the bitmask of following lost packets (BLP) the frequency of transmitting NACK can be reduced, but the repairing action by the MTSI client receiving the message can be delayed correspondingly.
The Temporary Maximum Media Bit-rate Request (TMMBR) and Temporary Maximum Media Bit-rate Notification (TMMBN) messages of Codec-Control Messages (CCM) [43] shall be supported by MTSI clients in terminals supporting video. See clause 10.3 for usage and clause B.1 for an example of bitrate adaptation.
The APTO-ARR APP packet is used for dynamic video rate adaptation where the adaptation is triggered by feedback from the MTSI client receiving the video stream (see clause 10.3.2).
MTSI clients supporting video shall support Full Intra Request of CCM [43].

******** End change 2 ********
******** Start change 3 ********
10.3
Video

MTSI clients receiving RTCP Receiver Reports (RR) indicating nonzero packet loss should adjust their outgoing bitrate accordingly (see RFC 3550 [9]). Note that for IMS networks, which normally have nonzero packet loss and fairly long round-trip delay, the amount of bitrate reduction specified in RFC 3448 [56] is generally too restrictive for video and may, if used as specified, result in very low video bitrates already at (for IMS) moderate packet loss rates.
It is recommended that a video sender adapts its video output rate based on RTCP reports, APTO-ARR APP packets, and TMMBR messages. Some examples are given in Annex B.
10.3.1 Adaptation to Explicit Network Rate Indications
If the receiving MTSI client in terminal is made aware of a reduction in downlink bandwidth allocation through an explicit indication from the network (e.g. due to QoS renegotiation or handoff to another radio access technology) it shall notify the sender of the new current maximum bitrate using TMMBR. In this context the TMMBR message is used to quickly signal to the other party a reduction in available bitrate. The sending MTSI client, receiving TMMBR, shall respond by sending TMMBN, as described in CCM [43]. To determine TMMBR and TMMBN content, both sending MTSI client and receiving MTSI client in terminal shall use their best estimates of packet measured overhead size when measured overhead values are not available. After receiving the TMMBN the receiving MTSI client in terminal shall send a SIP UPDATE to the other party to establish the new rate as specified in clause 6.2.7. 
If the receiving MTSI client in terminal is made aware of an increase in downlink bandwidth allocation (determined via separate negotiation) through an explicit indication from the network (e.g. due to QoS renegotiation or handoff to another radio access technology) then, if this has not yet occurred, it shall send a SIP UPDATE to the other party to establish the new rate as specified in clause 6.2.7.
10.3.2 Dynamic Adaptation 
If the receiving MTSI client in terminal detects delays in the reception of video packets that are affecting the client’s ability to properly playout the video it shall notify the sender that dynamic rate adaptation is necessary using the APTO-ARR APP packet (see clause 10.3.2.1).  In this scenario, the APTO-ARR APP packet provides the sender with the magnitude of the delay and effects of congestion being experienced by the receiver and guidance on how the sender can adapt its video transmission.  The sending MTSI client should use the information received in the APTO-ARR APP packet to adapt its video transmission.
If the receiving MTSI client in terminal detects that the reception of video packets is earlier than required for their properly scheduled playout it should notify the sender of this condition using the APTO-ARR APP packet.  In this scenario, the APTO-ARR APP packet indicates to the sender how much additional delay could be tolerated by the receiving MTSI client in terminal.  This information should be used by the sending MTSI client to conservatively increase its transmission rate to take advantage of additional throughput capacity, especially after a congestion period has ended.
The receiving MTSI client in terminal should only send the APTO_ARR APP packet when the receiver determines that video adaptation is required at the sender, i.e., the video packets are not arriving when the receiver needs them to arrive or arriving earlier than needed.

When the receiving MTSI client in terminal sends an APTO_ARR APP packet it should allow the sending MTSI client enough time to react before the receiving MTSI client sends another APTO_ARR APP packet.  To enable transmission of this RTCP APP packet when needed the terminals should use the RTCP-AVPF early mode [40]. 
10.3.2.1 APTO-ARR RTCP-APP Packet
The format of the APTO_ARR RTCP APP packet is described in Figure 10.14 below. 
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Figure 10.14 Format for APTO_ARR RTCP APP Packet

For video adaptation the name and subtype fields must be set to the following values:

subtype: This field shall be set to 0 for the APTO_ARR format.

length: The number of 32 bit words –1, as defined in [1]. This means that the field will be 2+3*N, where N is the number of sources reported on. The length field will typically be 5, i.e. 24 bytes packets.

SSRC: The SSRC of the media stream the received packets belong to.

name: The APTO_ARR APP data format is detected through the name "3GM8" (meaning 3GPP MTSI Release 8) and the subtype set to “1”.

Arrival-to-Playout Time Offset (16 bits):  The difference between the arrival time of RTP media packets and the time when the receiving MTSI client in terminal needs them to arrive for their properly scheduled playout
.  The offset is expressed as a signed 16-bit integer in units of milliseconds.  When the value is negative it indicates that RTP packets are arriving earlier than required for their properly scheduled playout and a positive value indicates that the packets are arriving later than required for proper their playout.  

If Ai is the arrival time of packet i and Pi is the time packet i is needed for properly scheduled playout then the offset value for the packet, Di, is calculated as follows:

   
Di = Ai – Pi

The Di values shall be calculated for all frames received.  If multiple RTP packets have the same RTP timestamp/playout time (e.g., multiple slices of a video frame have the same playout time) then Di should be calculated only for the last arrived packet with this RTP timestamp.

Since the individual Di values are affected by jitter a filtered statistic of the Di values shall be reported in the Arrival-to-Playout Offset field of this message.   A recommended method for performing this filtering is provided in clause 10.3.2.2.

Average Received Rate (16 bits): This is the average rate of RTP media received by the receiver.  The Average Received Rate value is expressed in units of 256bps.  The average received rate value shall be the calculated average since the last APTO_ARR message was sent.
10.3.2.2 Example Use Cases

…
10.3.2.3 Recommended method to compute filtered Arrival-to-Playout Time Offset (APTO) statistic

To account for jitter in the transport of packets it is recommended that the receiving MTSI client in terminal report in the Arrival-to-Playout Offset field the 90 percentile point in the distribution of the differences between the packet arrival times and their playout times, i.e., the Di values specified in clause 10.3.2.1.  This indicates when a target 90 percentile of the packets are arriving with respect to when they are required for properly scheduled playout.

It is recommended that the offset of the 90 percentile point to be sent in the Arrival-to-Playout Offset field be calculated as follows:
Each time the receiving MTSI client in terminal calculates a Di value for a received frame (with a distinct RTP timestamp) it updates the value of T(i+1) as follows:

T(i+1) =

T(i) 




if Di = = T(i)

T(i) + 9*G



if Di > T(i)

T(i) – G




if Di < T(i)

The receiving MTSI client in terminal reports the current value of T() when sending the RTCP message to the sending MTSI client.  G is in units of milliseconds and is chosen by the receiving MTSI client in terminal implementation to control how aggressively the arrival of packets updates the percentile estimator, T().  
When starting to receive media packets at the beginning of a session or after a pause in media reception (e.g. media on hold) it will take some iterations of the above calculations for the percentile estimator T() to converge to an accurate estimate.  It is recommended that the initial values of T() not be reported in the RTCP message until enough iterations have passed to allow convergence. 
******** End change 3 ********
******** Start change 4 ********
Annex B (informative):
Examples of adaptation scenarios

B.1
Video bitrate adaptation to explicit network rate indications
It is recommended in clauses 7.3.3 and 10.3.1 that a video sender adapts its video output rate based on RTCP reports and TMMBR messages. The following example illustrates the usage:

EXAMPLE:

1.
A video session is established at 100kbps. 5kbps is allocated for RTCP and trr-int is set to 500 ms. This allows an MTSI client in terminal to send regular RTCP reports with an average 500 ms interval consuming less than 5 kbps for RTCP. At the same time it allows the MTSI client in terminal to send an early RTCP event packet and then send the next one already after 800 ms instead of after 1 000 ms.
2.
The receiver is now subject to a reduced bandwidth, e.g. 60 kbps, due to handover to a different cell. The network indicates the reduced bandwidth to the receiver. The receiver generates a TMMBR message to inform the sender of the new maximum bitrate, 60 kbps.

3.
The sender receives the TMMBR message, adjusts its output bitrate and sends a TMMBN message back.

4.
The receiver sends a SIP UPDATE message to the sender indicating 60 kbps
5.
The receiver travels into an area with full radio coverage. A new bandwidth of 100 kbps is negotiated with the network. It sends a SIP UPDATE message for 100 kbps.

6.
The sender receives the SIP UPDATE message, and adjusts its output bitrate.

B.2 Dynamic video bitrate adaptation
It is recommended in clauses 7.3.3 and 10.3.2 that a video sender adapts its video output rate based on the APTO-ARR APP packet from the receiving MTSI client in terminal. The following example illustrates the usage:
EXAMPLE:

1.
A video session is established at 100kbps. 5kbps is allocated for RTCP and trr-int is set to 500 ms. This allows an MTSI client in terminal to send regular RTCP reports with an average 500 ms interval consuming less than 5 kbps for RTCP. At the same time it allows the MTSI client in terminal to send an early RTCP event packet and then send the next one already after 800 ms instead of after 1 000 ms.
2.
The receiver has now moved to the edge of the cell or entered an elevator and the scheduler is unable to deliver the video packets in a timely manner because of the poor radio link conditions.  The receiving MTSI client in terminal determines that the packets are arriving too late for their properly scheduled playout and sends an APTO-ARR APP packet to the sending MTSI client informing it of the receiver’s current condition.
3.
The sending MTSI client receives the APTO-ARR APP packet and lowers its output bitrate using the information in the message.
4.
The receiver now travels into an area with better radio link conditions which allows the scheduler to deliver the video packets more quickly.  The receiving MTSI client in terminal detects the early packet arrivals and sends an APTO-ARR APP packet to the sending MTSI client informing it of the receiver’s new condition.
5.
The sending MTSI client receives the APTO-ARR APP packet and conservatively increases its output rate using the information in the message.
******** End change 4 ********



































































































� The time that the receiver expects a packet to arrive for properly scheduled playout is determined by the receiver.  It is dependent upon the playout time for corresponding voice packets, the amount of lip-synchronization required, and how much time the receiver requires for performing decoding and other playout functions.
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