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5
Procedures and protocol

5.1
Introduction

This clause specifies the MBMS User service procedures and protocols.

5.2
User Service Discovery/Announcement
5.2.1
Introduction

User service discovery refers to methods for the UE to obtain a list of available MBMS user services or user service bundles along with information on the user services. Part of the information may be presented to the user to enable service selection.
User service announcement refers to methods for the MBMS service provider to announce the list of available MBMS user services and user service bundles, along with information on the user services, to the UE.

In order for the user to be able to initiate a particular service, the UE needs certain metadata information. The required metadata information is described in sub-clause 5.2.2.

According to 3GPP TS 23.246 [4], in order for this information to be available to the UE operators/service providers may consider several service discovery mechanisms. User service announcement may be performed over a MBMS bearer or via other means. The download delivery method is used for the user service announcement over a MBMS bearer. The user service announcement mechanism based on the download delivery method is described in sub-clause 5.2.3. The user service announcement using interactive announcement function is described in sub-clause 5.2.4. Other user service announcement and discovery mechanisms by other means than the download delivery method are out of scope of the present document.

5.2.2
MBMS User Service Description Metadata Fragments

5.2.2.1
Introduction

MBMS User Service Discovery/ Announcement is needed in order to advertise MBMS Streaming and MBMS Download User Services and User Service Bundles in advance of, and potentially during, the User Service sessions described. The User Services are described by metadata (objects/files) delivered using the download delivery method as defined in clause 7 or using interactive announcement functions.

MBMS User Service Discovery/Announcement involves the delivery of fragments of metadata to many receivers in a suitable manner. The metadata itself describes details of services. A metadata fragment is a single uniquely identifiable block of metadata. An obvious example of a metadata fragment would be a single SDP file ([14]).

The metadata consists of:

· a metadata fragment object describing details of a single or a bundle of MBMS user services (defined in sub-clause 11.2);
· a metadata fragment object(s) describing details of MBMS user service sessions (defined in sub-clause 7.3 and 8.3);
· a metadata fragment object(s) describing details of Associated delivery methods (defined in sub-clause 9.5);
· a metadata fragment object(s) describing details of service protection (defined in sub-clause 11.3);

· a metadata fragment object describing details of the FEC repair data stream.
Metadata management information consists of:

· a metadata envelope object(s) allowing the identification, versioning, update and temporal validity of a metadata fragment (defined in sub-clause 11.1).
The metadata envelope and metadata fragment objects are transported as file objects in the same download session either as separate referencing files or as a single embedding file - see sub-clause 5.2.3.3). A single metadata envelope shall describe a single metadata fragment, and thus instances of the two are paired. An service announcement sender shall make a metadata envelope instance available for each metadata fragment instance.  The creation and use of both an embedded envelope instance and a referenced envelope instance for a particular fragment instance is not recommended.
The metadata envelope and metadata fragment objects may be compressed using the generic GZip algorithm RFC 1952 [42] as content/transport encoding for transmission. Where used over an MBMS bearer, this shall be according to Download delivery content encoding using FLUTE - see sub-clause 7.2.5.
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Figure 5: Simple Description Data Model

Figure 5 illustrates the simple data model relation between these description instances using UML [21] for a single User Service Bundle Description.

NOTE:
"N" means any number in each instance.
One MBMS User Service Bundle Description shall contain at least one User Service Description instances and may contain several. The User Service Bundle Description may refer to a single FEC Repair Stream Description.

One MBMS User Service Description instance shall include at least one delivery method description instance. The delivery method description shall refer to one session description instance.
The delivery method description may contain references to a service protection description and an associated delivery procedure description. Several delivery methods may reference the same service protection description.

If the associated delivery procedure description is present in the user service description instance, it may be referenced by one or more delivery methods.
An MBMS user service description allows the association of delivery methods to one or more access systems. The association is used to describe the use of separate access systems for the same MBMS user service. One delivery method may be offered throughout one or more radio access system. The use of separate MBMS bearer services for the same MBMS user service is described in sub-clause 5.1.5.2 of [4].
Multipart MIME may be used to concatenate the descriptions into one document for transport.

5.2.2.2
Session Description

One or more session descriptions are contained in one session description object. The session description instance shall be formatted according to the Session Description Protocol (SDP) [14]. Each session description instance must describe either one Streaming session or one FLUTE Download session. A session description for a Streaming session may include multiple media descriptions for RTP sessions. The sessionDescriptionURI references the session description object. The session description is specified in sub-clause 7.3 for the MBMS download delivery method and in subclause 8.3 for the MBMS streaming delivery method.

5.2.2.3
Associated Delivery Procedure Description

The description and configuration of associated delivery procedures is specified in clause 9. The associatedProcedureDescriptionURI references the associated delivery procedure instance.
An associated delivery procedure description may be delivered on a dedicated announcement channel and updated on a dedicated announcement channel as well as in-band with an MBMS download session.

If an associated delivery procedure description for File-Repair operations is available, then the MBMS receiver may use the file repair service as specified in sub-clause 9.3.

If an associated delivery procedure description for reception reporting is available, then the MBMS receiver shall provide reception reports as specified in sub-clause 9.4.

5.2.2.4
Service Protection Description

The security description fragment contains the key identifiers and procedure descriptions for one delivery method. When different delivery methods use the same security description, the same security description document is referenced from the different delivery method elements.
The security description contains key identifiers and the server address to request the actual key material. To avoid overload situations, the same load balancing principles as in the associated delivery procedures are used. The key management server shall be selected as defined in sub-clause 9.3.5. The back-off time shall be determined as defined in sub-clause 9.3.4.

The XML schema for the service protection description is defined in sub-clause 11.3.
5.2.2.5
FEC Repair Stream Description

The streaming delivery method’s FEC has separate stream for repair data, which is described by the FEC Repair Stream Description. The FEC Repair Stream Description shall be done using SDP [14]. This SDP file is referenced by the bundleDescription element in the service description. The FEC Repair Stream described is common for all FEC protected packet flows within the MBMS User Service Bundle Description instance.
5.2.3
User Service Announcement over a MBMS bearer
5.2.3.1
General
Both the metadata envelope and metadata fragment objects are transported as file objects in the same download session.

To receive a Service Announcement User Service the client shall obtain the session parameters for the related MBMS download session transport. This may be using a separate Service Announcement session.
NOTE:
The user service announcements are not protected when sent over MBMS bearer. See 3GPP TS 33.246 [20]
5.2.3.2
Metadata Envelope Transport

The metadata envelope object is transported as a file object in the same MBMS service announcement download session as its metadata fragment file object (i.e. in-band with the metadata fragment session).

5.2.3.3
Metadata Envelope and Metadata Fragment Association with FLUTE

The MBMS Download service announcement session FDT Instances provide URIs for each transported object. The metadata envelope metadataURI field shall use the same URI for the metadata fragment as is used in the FDT Instances for that metadata fragment file. Thus, the fragment can be mapped to its associated envelope in-band of a single MBMS download session.
In the referencing case, each metadata envelope and corresponding metadata fragment shall be grouped together by the FDT using the grouping mechanism described by sub-clause 7.2.5. This reduces the complexity of requesting both fragment and envelope for each pair, thus it is recommended that only the metadata fragment (fileURI) be requested from the download client (which will result in both fragment and envelope being received using the grouping mechanism).
5.2.4
User Service Announcement using Interactive Announcement Function

User service descriptions may be transported to the UE using HTTP and other interactive transport methods. A BM-SC may provide the service descriptions on request. Further protocol specifications of interactive announcement functions are outside of the scope of this specification. 

Aggregated MBMS service announcement documents as specified in sub-clause 5.2.5 may be used with the interactive announcement functions. UEs shall support the disassembly of aggregated MBMS service announcement documents. UEs shall support Gzip decoding of MBMS service description objects for interactive transport (BM-SC use of Gzip is optional in accordance with sub-clause 5.2.2).

The BM-SC may use Metadata Envelopes as described in clause 11.1, and UEs shall support their use with the Interactive Announcement Function. Where metadata envelopes are not used, only the latest delivery of a metadata fragment shall be used by the UE, and the BM-SC shall ensure timely, consistent, size-limited and secure delivery of metadata by means outside the scope of this document.

5.2.5
User Service Announcement over point-to-point push bearers.

5.2.5.1
General
User service announcement over point-to-point push bearers have several characteristics that differ from user service announcement over a MBMS bearer. It is not essential that the metadata envelope made available by the service announcement sender is transmitted to the MBMS terminal. In the case that both the metadata envelope and metadata fragment objects are transported, it is a limitation of the solution that the metadata fragment must either be embedded within the metadata envelope, or that the metadata fragment must be referenced by the metadata envelope and they are both contained within a multipart MIME container. In either configuration, the both the metadata envelope and metadata fragment objects are transported as file objects in the same download session.

This sub-clause covers both metadata transport and metadata fragmentation aspects of Service Announcement. Service Announcement over point-to-point push bearers is specified.

NOTE:
The user service announcements are not protected when sent over point-to-point push bearers. See 3GPP TS 33.246 [20]
5.2.5.2
Supported Metadata Syntaxes
The supported metadata syntaxes are as defined in sub-clause 11.1 of this document.

5.2.5.3
Consistency Control and Syntax Independence
The consistency control and syntax independence is as defined in sub-clause 11.1 of this document.

5.2.5.4
Metadata Envelope Definition

The metadata envelope definition is as defined in sub-clause 11.1 of this document.

5.2.5.5
Delivery of the Metadata Envelope

An instance of metadata fragment shall either be embedded within the metadata envelope or be included in a multipart MIME container together with the envelope. The envelope and fragment are, by definition, transported together and in-band of the same transport session.

The Metadata Envelope includes a reference (metadataURI) to the associated metadata fragment using the same URI as the fragment file is identified by in the Service Announcement. Thus, Metadata Envelope can be mapped to its associated metadata fragment.

5.2.5.6
Metadata Envelope Transport

The metadata envelope object is transported as a file object in the same MBMS service announcement download session as its metadata fragment file object (i.e. in-band with the metadata fragment session).

5.2.5.7
User service announcement over SMS bearers

User service announcements over SMS bearers are formatted according to the OMA Push OTA specification [79].

OTA-WSP shall be used over the SMS bearer. Application port addressing shall be used as specified in [79]. The application ID to be used is 0x9023 as allocated by OMNA [85].

Either confirmed or unconfirmed push may be used. In either case, the primitive shall contain the Push Headers parameter. Within this parameter, the Content-Type header shall be included and the Content-Encoding header shall be included if GZip is used.
5.2.5.8
User service announcement over HTTP push bearers

User service announcements over HTTP push bearers are formatted according to the OMA Push OTA specification [79].

OTA-HTTP shall be used over the HTTP push bearer. Application port addressing shall be used as specified in [79]. The application ID to be used is 0x9023 as allocated by OMNA [85].

The Content-Encoding header shall be included if GZip is used.
5.2.6
Metadata Fragment Encapsulation to aggregate Service Announcement Documents
The present document defines a number of metadata fragments to describe MBMS user services. A metadata fragment is a single uniquely identifiable block of metadata. Generally, more than one metadata fragment is necessary to provide all necessary parameters to initiate an MBMS User Service. Typically, metadata fragments are provided in separate documents. Each metadata fragment is labelled with its MIME type.
Multipart MIME may be used to encapsulate metadata fragments into an aggregate service announcement document. The aggregate document may contain metadata fragments of several MBMS user services. It is recommended, that any such aggregate service announcement document contains all the referenced metadata fragments of each MBMS user service description it contains (i.e. in the same multipart MIME structure).

An aggregate service announcement document shall encapsulate metadata fragments according to RFC 2557 [37]. The first encapsulated file of an aggregate service announcement document is the root resource. The root resource shall be either an MBMS user service description or a metadata envelope (as a referencing index). The service description metadata is defined in sub-clause 5.2.2.4. The metadata envelope is defined in sub-clause 5.2.3.3.

The type field of the multipart/related header shall be set to application/mbms-user-service-description-parameter in case the root resource is a user service description instance. The type field of the multipart/related header shall be set to application/mbms-envelope in case the root resource is a metadata envelope.
5.2.7
Registration and Deregistration Procedure for MBMS User Service Consumption

The MBMS User Service Description Fragment may include a registration description. If the registration description is present in the MBMS User Service Description Fragment, then the UE shall use the registration and deregistration procedures as defined in this section. 

A registration request is then initiated by the UE, in order to receive the complete user service description. The registration procedure is performed using HTTP 1.1 [18] POST message towards the indicated RegistrationURL. 

A successful registration response shall start with a 200 OK status line in the response header and shall contain in the body the metadata fragments that are referenced by the USD in a multipart MIME container. 

The registration request shall be formatted according to the following XML schema and using the RegistrationRequest element.

<?xml version="1.0" encoding="UTF-8"?>

<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema"

           xmlns=" urn:3GPP:metadata:2008:MBMS:Registration"

           elementFormDefault="qualified"

           targetNamespace=" urn:3GPP:metadata:2008:MBMS:Registration">


<xs:element name="RegistrationOperationRequest">



<xs:complexType>




<xs:choice>




<xs:element name="RegistrationRequest" type="RegistrationOperationRequestType"/>





<xs:element name="DeregistrationRequest" type="RegistrationOperationRequestType"/>




</xs:choice>



</xs:complexType>


</xs:element>


<xs:complexType name="RegistrationOperationRequestType">



<xs:attribute name="IMEI" type="xs:string" use="optional"/>



<xs:attribute name="MSISDN" type="xs:string" use="required"/>



<xs:attribute name="ServiceID" type="xs:anyURI" use="required"/>



<xs:anyAttribute namespace="##any" processContents="lax"/>


</xs:complexType>

</xs:schema>

A de-registration procedure is used by the UE to de-register at the end of the user service consumption, in case a registration procedure has been performed. The de-registration request shall be sent to a registration server (preferably the one with which the registration procedure has been performed). The de-registration procedure consists of sending an HTTP 1.1 POST request with an XML body formatted according to the XML schema above, using the DeregistrationRequest element.

The MIME type of the message body of the registration and deregistration request shall be set to “text/xml”.

The IMEI element contains, if present, the International Mobile Equirment Identifier as defined in [77].  

The MSISDN element contains the Mobile Subscriber ISDN Number as defined in [77].

The ServiceID element contains the unique MBMS User Service Identifier as defined in clause 11.2.1.1.
5.3
User Service Initiation/Termination
5.3.1
Initiation of MBMS Bearer Service based Services
MBMS User Service initiation refers to UE mechanisms to set-up the reception of MBMS user service data. During the User Service Initiation procedure, a set of MBMS Bearers may be activated. The User Service Initiation procedure takes place after the discovery of the MBMS user service.
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Figure 6: Initiation of an MBMS User Service

1.
The User Service Initiation Procedure is triggered and takes a User Service Description as input that has been obtained e.g. by executing the MBMS User Service discovery and announcement functions.

2.
The MBMS UE requests MBMS service keys, if security functions are activated for the MBMS User Service. The keys are sent to the UE, after the user is authorized to receive the MBMS service. The request shall be authenticated. Details on the MBMS User Service Registration procedure are described in 3GPP TS 33.246 [20].

3.
The MBMS UE uses the MBMS activation procedure to activate the MBMS Bearer Service. The MBMS activation procedure is the MBMS Multicast Service activation procedure and the MBMS Broadcast activation procedure as defined in 3GPP TS 23.246 [4]. In case the MBMS Broadcast Mode is activated, there is no activation message sent from the UE to the BM-SC. The activation is locally in the UE. Note that the MBMS Bearer Services may already by active and in use by another MBMS User Service.
3n.
In case the MBMS User Service uses several MBMS Bearer Services, the User Service Description contains several description items. In that case, the MBMS receiver function repeats the activation procedure for each MBMS Bearer Service as described in 3.
5.3.2
Termination of MBMS Bearer Service based Services
MBMS user service termination refers to the UE mechanisms to terminate the reception of MBMS user services. A set of MBMS Bearers may be deactivated during this procedure.
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Figure 7: Termination of an MBMS user service

1.
The User Service termination Procedure is triggered. A reference to the User Service to terminate is provided as parameter.
2.
The MBMS UE deregisteres the security association for the MBMS User Services. Details on the MBMS User Service Deregistration procedure are described in 3GPP TS 33.246 [20].

3.
If no other MBMS User Service uses the MBMS Bearer service, the MBMS UE uses the MBMS deactivation procedure to deactivate the MBMS Bearer Services. The MBMS deactivation procedure represents the MBMS Multicast service deactivation procedure and the MBMS Broadcast deactivation procedure as described in 3GPP TS 23.246 [4]. In case the MBMS Broadcast Mode is deactivated, there is no message sent to the BM‑SC. The deactivation is only locally in the UE.

3n.
In case the MBMS User Service uses several Bearer Services, the UE repeats the deactivation procedure for each Bearer Service as described in 3.
5.3.3
Initiation of Unicast Bearer Service based Services

Unicast Bearer Service based MBMS User Service initiation refers to the mechanisms to set-up the reception of MBMS user service data via a UMTS Bearer Service with interactive and/or streaming straffic class. 

In case of the initiation of a MBMS Streaming delivery method or a combined MBMS Streaming and MBMS Download delivery method, the Packet Switched Streaming Service (PSS) as defined in 3GPP TS 26.234 [47] shall be used. The establishement of a PSS session is described in clause 5.1 of 3GPP TS 26.234 [47]. 

In case of the initiation of a MBMS Download delivery method, the MBMS UE is registered in the BM-SC for OMA-PUSH based reception of the files with the BM-SC.
5.3.4
Termination of Unicast Bearer Service based Services

Unicast Bearer Service based MBMS user service termination refers to the mechanisms to terminate the reception of MBMS user service data via a UMTS Bearer Service with interactive and/or streaming straffic class.

In case of the termination of a MBMS Streaming delivery method or a combined MBMS Streaming and MBMS Download delivery method, the Packet Switched Streaming Service (PSS) as defined in 3GPP TS 26.234 [47] shall be used. The termination of a PSS session is described in clause 5.3 of 3GPP TS 26.234 [47]. 

In case of the termination of a MBMS Download delivery method, the MBMS UE is deregistered in the BM-SC so that the OMA-PUSH based reception of the files with the BM-SC will be terminated.
5.3.5
Scalable Service Initiation and Termination for MBMS Services
5.3.5.1
General
MBMS service initiation and termination as defined in clause 5.3 may consist of network interactions such as sending an IGMP Join or Leave message to the network as described in sections 8.2 and 8.7 of 3GPP TS 23.246 [4]. Initiation and termination procedures may be triggered at the MBMS UE by the user or be scheduled to happen automatically. Upon (or after) receiving a user service announcement, the MBMS UE may render the information about the advertised services to the user to assist him in the service selection. The user may decide to receive a given service and hence trigger the service initiation procedure. Alternatively, the user may declare his interest in a specific service a-priori and upon receiving the service announcement for that specific service; the MBMS UE may schedule the initiation procedure at or around the start time of the session. Similarly, the MBMS UE may schedule the termination procedure at or around the session end time.

As a consequence, MBMS UEs may be oriented to start their service initiation and termination procedures at the same time or during a relatively short period. This may cause network congestion, especially during the multicast of a popular service, as all MBMS UE may be time synchronized.

5.3.5.2
Randomization of Service Initiation over Time

The MBMS User Service description may contain parameters to uniformly randomize the User Service Initiation procedures of the MBMS UEs. Security functions may be part of the User Service Initiation procedure as defined in clause 5.3.1. If a user service initiation randomization is defined for a user service, then the overload prevention definition in the service protection description shall be ignored for the service initiation. For randomizing the time of the initiation procedure. the MBMS UE shall understand the following parameters, which may be signalled by the BM-SC in the MBMS user service description as described in section 11.2.1: 

1. initiationStartTime parameter is used by the BM-SC to signal to the MBMS UE the start time for User Service Initiation procedure randomization period. If the initiationStartTime parameter is not present, the MBMS UE uses the time of the Service Annoucement reception as start time.
2. protectionPeriod parameter is used by the BM-SC to signal to the MBMS UE the duration of the critical time periods, during which congestion shall be avoided. The MBMS UEs shall randomly spread the initiation procedure using the randomTimePeriod during this protection period. 

3. randomTimePeriod parameter is used by the BM-SC to signal to the MBMS UE the duration of an interval over which initiation procedures shall be randomly deferred.  The MBMS UE calculate a random time out of the randomTimePeriod interval to defer the execution of the initiation procedure.

The MBMS UE shall start its initiation procedure immediately if the procedure is triggered outside of protection periods.

5.3.5.3
Randomization of Service Termination over Time

The MBMS User Service description may contain parameters to uniformly randomize the User Service Termination procedures of the MBMS UEs. For randomizing the time of the termination procedure, the MBMS UE shall understand the following parameters, which may be signalled by the BM-SC in the MBMS USDUser Service Description as described in section 11.2.1:

1. protectionPeriod parameter is used by the BM-SC to signal to the MBMS UE the duration of the critical time period, during which congestion needs to be avoided. The MBMS UEs shall randomly spread the termination procedure using the randomTimePeriod during this period and starting from the session end time. 

2. randomTimePeriod parameter is used by the BM-SC to signal to the MBMS UE the duration of an interval over which termination procedures shall be randomly deferred. The termination procedure is only randomized during the protectionPeriod.
If the termination procedure is triggered before the session end time or after the protection period end time, the MBMS UE shall start its termination procedure immediately. If it is in a protection period, the MBMS UE shall defer its termination procedure to a random time spread over an interval of duration randomTimePeriod.
5.4
MBMS Data Transfer Procedure
5.4.1
MBMS Data Transfer Procedure using MBMS Bearer Services
MBMS Data Transfer procedure using MBMS Bearer Services refers to the network (and UE) mechanism to transfer (and receive) data for one MBMS User Service on one or several MBMS Bearer Services.
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Figure 8: Procedure of MBMS Data Transfer

1.
The MBMS Delivery Method for the MBMS User Service is triggered by the MBMS User Service Provider. Note, details of the trigger are beyond of the present document.

2. - 2n.
The MBMS Delivery function uses the MBMS Session Start Procedure to the GGSN, possibly through the Gmb Proxy function to activate all MBMS Bearer Services, which belong to the MBMS User Service. The MBMS Bearer service to be activated is uniquely identified by the TMGI.
Note. MBMS Bearer services might be activated only to a subset of the available access systems (see 3GPP TS 23.246 [4]). In case MBMS User Services or delivery methods are not available throughout all access systems, the BM-SC describes this transmission strategy in the MBMS User Service Description (see sub-clause 5.2.2).
3. - 3n.
The data of the MBMS user service are transmitted to all listening MBMS UEs. Several MBMS Bearer services may be used to transmit the MBMS user service data. MBMS user service data may be integrity and/or confidentiality protected. In case MBMS user service data are integrity and/or confidentiality protected, MBMS traffic keys are delivered simultaneously on the same or a different MBMS bearer.
4. - 4n.
The MBMS Delivery function uses the MBMS Session Stop procedure to trigger the GGSN, possibly through the Gmb Proxy function to release all MBMS Bearer Service for this User Service. A unique identifier for the MBMS Bearer service to be deactivated (i.e. the TMGI) is passed on as a parameter.

5.
In case associated delivery procedures are allowed or requested for an MBMS User Service, the MBMS UE sends an associated-delivery procedure request to the associated -delivery function. The BM-SC may authenticate the user. See 3GPP TS 33.246 [20]. The MBMS UE may need to wait a random time before it starts the associated delivery procedure according to clause 9.

5.4.2
MBMS Data Transfer Procedure using other UMTS Bearer Services

MBMS Data Transfer procedure using other UMTS Bearer Services refers to the network (and UE) mechanism to transfer (and receive) data for one MBMS User Service on one or more Unicast Bearer Services.

In case the MBMS Data belong to a MBMS Streaming delivery session or a combined MBMS Streaming and MBMS Download delivery session, the Packet Switched Streaming Service (PSS) as defined in 3GPP TS 26.234 [47] shall be used. 

In case the MBMS Data belong to a MBMS Download delivery session, the MBMS data is transferred using OMA-PUSH. 
5.5
MBMS Protocols
Figure 9 illustrates the protocol stack used by MBMS User services. The grey-shaded protocols and functions are outside of the scope of the present document. MBMS security functions and the usage of HTTP-digest and SRTP are defined in 3GPP TS 33.246 [20].
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Figure 9: Protocol stack view of the MBMS User Services
************************************ Next Change ************************************************
7
Download Delivery Method
7.1
Introduction

MBMS download delivery method uses the FLUTE protocol (RFC 3926 [9]) when delivering content over MBMS bearers. MBMS download delivery method may use OMA PUSH [79] when delivering content over other UMTS bearers. Usage of FLUTE protocol is described in clause 7.2. The Usage of OMA Push is described in clasue 7.4. The FLUTE session set-up with RTSP is defined in clause 7.5.
FLUTE is built on top of the Asynchronous Layered Coding (ALC) protocol instantiation (RFC 3450 [10]). ALC combines the Layered Coding Transport (LCT) building block [11], a congestion control building block and the Forward Error Correction (FEC) building block ([12]) to provide congestion controlled reliable asynchronous delivery of content to an unlimited number of concurrent receivers from a single sender. As mentioned in (RFC 3450 [10]), congestion control is not appropriate in the type of environment that MBMS download delivery is provided, and thus congestion control is not used for MBMS download delivery. See figure 10 for an illustration of FLUTE building block structure. FLUTE is carried over UDP/IP, and is independent of the IP version and the underlying link layers used.
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Figure 10: Building block structure of FLUTE

ALC uses the LCT building block to provide in-band session management functionality. The LCT building block has several specified and under-specified fields that are inherited and further specified by ALC. ALC uses the FEC building block to provide reliability. The FEC building block allows the choice of an appropriate FEC code to be used within ALC, including using the no-code FEC code that simply sends the original data using no FEC coding. ALC is under-specified and generally transports binary objects of finite or indeterminate length. FLUTE is a fully-specified protocol to transport files (any kind of discrete binary object), and uses special purpose objects - the File Description Table (FDT) Instances - to provide a running index of files and their essential reception parameters in-band of a FLUTE session.

7.2
FLUTE usage for MBMS download

The purpose of download is to deliver content in files. In the context of MBMS download, a file contains any type of MBMS data (e.g. 3GPP file (Audio/Video), Binary data, Still images, Text, Service Announcement metadata).

In the present document the term "file" is used for all objects carried by FLUTE (with the exception of the FDT Instances).
UE applications for MBMS user services built upon the download delivery method have three general approaches to getting files from the FLUTE receiver for a joined session:

· Promiscuous: Instruct FLUTE to promiscuously receive all files available. Promiscuous reception can be suitable for single purpose sessions (generally with limited number and/or size of files) although uncertainty over the quality and content of files makes this approach generally undesirable.

· One-copy: Instruct FLUTE to receive a copy of one or more specific files (identified by the fileURI) - and potentially leaving the session following reception of one copy of all the specified files. Specifying the download file ensures that the UE has an upper bound to the quantity of files downloaded. One-copy reception requires prior knowledge of the file identifiers (fileURIs).

· Keep-updated: Instruct FLUTE to receive one or more specific files and continue to receive any updates to those files. As with one-copy, the keep-updated approach bounds the quantity of files downloaded and requires prior knowledge of the file identifiers.

NOTE:
The present document does not prevent or endorse changing download reception approach, and any related file list, during the life of the download session. Discovery of session content lists (including file lists) out-of-band of the delivery method sessions is beyond the scope of the present document.

The interaction of these file download modes and the caching directives is defined in section 7.2.13.

MBMS clients and servers supporting MBMS download shall implement the FLUTE specification (RFC 3926 [9]), as well as ALC (RFC 3450 [10]) and LCT (RFC 3451 [11]) features that FLUTE inherits. In addition, several optional and extended aspects of FLUTE ,as described in the following clauses, shall be supported.

One FDT instance is typically bound to one MBMS transmission session. It is therefore recommended, that each MBMS transmission session should contain one or more repetitions of the same FDT instance.
7.2.1
Fragmentation of Files

Fragmentation of files shall be provided by a blocking algorithm (which calculates source blocks from source files) and a symbol encoding algorithm (which calculates encoding symbols from source blocks).

7.2.2
Symbol Encoding Algorithm

The "Compact No-Code FEC scheme" - [12] (FEC Encoding ID 0, also known as "Null-FEC") shall be supported.

The Raptor FEC scheme is described in sub-clause 7.2.12. 

A UE that supports MBMS User Services shall support a decoder for the Raptor FEC scheme.

If a UE that supports MBMS User Services receives a mathematically sufficient set of encoding symbols generated according to the encoder specification in [91] for reconstruction of a source block then the decoder shall recover the entire source block. Note that the example decoder described in [91] clause 5.5 fulfils this requirement.
7.2.3
Blocking Algorithm

In the case of the Compact No-Code FEC scheme [12] (FEC Encoding ID 0), then the "Algorithm for Computing Source Block Structure" described within the FLUTE specification (RFC 3926 [9]) shall be used.
In the case of Raptor forward error correction, then the algorithm defined in [91] shall be used.

The values of N, Z, T and A shall be set such that the sub-block size is less than 256KB.
7.2.4
Congestion Control

For simplicity of congestion control, FLUTE channelization shall be provided by a single FLUTE channel with single rate transport.

7.2.5
Content Encoding of Files for Transport

Files may be content encoded for transport, as described in [9], in the Download delivery method using the generic GZip algorithm RFC 1952 [42]. UEs shall support GZip content decoding of FLUTE files (GZIP RFC 1952 [42], clause 9).

7.2.6
Transport File Grouping

Files downloaded as part of a multiple-file delivery are generally related to one another. Examples include web pages, software packages, and the referencing metadata envelopes and their metadata fragments. FLUTE clients analyse the XML-encoded FDT Instances as they are received, identify each requested file, associate it with FLUTE packets (using the TOI) and discover the relevant in-band download configuration parameters of each file.

An additional "group" field in the FLUTE FDT instance and file elements enables logical grouping of related files. A FLUTE receiver should download all the files belonging to all groups where one or more of the files of those groups have been requested. However, a UE may instruct its FLUTE receiver to ignore grouping to deal with special circumstances, such as low storage availability.

The group names are allocated by the FLUTE sender and each specific group name shall group the corresponding files together as one group, including files describes in the same and other FDT Instances, for a session.

Group field usage in FDT Instances is shown in the FDT XML schema (clause 7.2.10). Each file element of an FDT Instance may be labelled with zero, one or more group names. Each FDT Instance element may be labelled with zero, one or more group names which are inherited by all files described in that FDT Instance.

7.2.7
Signalling of Parameters with Basic ALC/FLUTE Headers 

FLUTE and ALC mandatory header fields shall be as specified in [9, 10] with the following additional specializations:

· The length of the CCI (Congestion Control Identifier) field shall be 32 bits and it is assigned a value of zero (C=0).

· The Transmission Session Identifier (TSI) field shall be of length 16 bits (S=0, H=1, 16 bits).

· The Transport Object Identifier (TOI) field should be of length 16 bits (O=0, H=1).
· Only Transport Object Identifier (TOI) 0 (zero) shall be used for FDT Instances.

· The following features may be used for signalling the end of session and end of object transmission to the receiver:
-
The Close Session flag (A) for indicating the end of a session.
-
The Close Object flag (B) for indicating the end of an object.

In FLUTE the following applies:

· The Sender Current Time present flag (T) shall be set to zero.
· The Expected Residual Time present flag (R) shall be set to zero.
· The LCT header length (HDR_LEN) shall be set to the total length of the LCT header in units of 32-bit words.

· For "Compact No-Code FEC scheme" [12], the FEC Payload ID shall be set according to RFC 3695 [13] such that a 16 bit SBN (Source Block Number) and then the 16 bit ESI (Encoding Symbol ID) are given.

· For “MBMS FEC scheme”, the FEC Payload ID shall be set according to Section 7.2.10 below.
7.2.8
Signalling of Parameters with FLUTE Extension Headers

FLUTE extension header fields EXT_FDT, EXT_FTI , EXT_CENC [9] shall be used as follows:

· EXT_FTI shall be included in every FLUTE packet carrying symbols belonging to any FDT Instance.
· FLUTE packets carrying symbols of files (not FDT Instances) shall not include an EXT_FTI.

· FDT Instances shall not be content encoded and therefore EXT_CENC shall not be used.

In FLUTE the following applies:

· EXT_FDT is in every FLUTE packet carrying symbols belonging to any FDT Instance.

· FLUTE packets carrying symbols of files (not FDT instances) do not include the EXT_FDT.

7.2.9
Signalling of Parameters with FDT Instances

The extended FLUTE FDT instance schema defined in clause 7.2.10.1 (based on the one in RFC 3926 [9]) shall be used. In addition, the following applies to both the session level information and all files of a FLUTE session.

The inclusion of these FDT Instance data elements is mandatory according to the FLUTE specification:
· Content-Location (URI of a file).
· TOI (Transport Object Identifier of a file instance).
· Expires (expiry data for the FDT Instance).

Additionally, the inclusion of these FDT Instance data elements is mandatory. Note the following elements are optional in the FDT schema to stay aligned with the IETF RFC defined schema:

· Content-Length (source file length in bytes).
· Content-Type (content MIME type).
· FEC Encoding ID.

Other FEC Object Transmission Information specified by the FEC scheme in use:

NOTE: The FEC Object Transmission Information elements used are dependent on the FEC scheme, as indicated by the FEC Encoding ID.
· FEC-OTI-Maximum-Source-Block-Length.
· FEC-OTI-Encoding-Symbol-Length.
· FEC-OTI-Max-Number-of-Encoding-Symbols.

· FEC-OTI-Scheme-Specific-Info.

NOTE 1:
RFC 3926 [9] describes which part or parts of an FDT Instance may be used to provide these data elements.

These optional FDT Instance data elements may or may not be included for FLUTE in MBMS:

· Complete (the signalling that an FDT Instance provides a complete, and subsequently unmodifiable, set of file parameters for a FLUTE session may or may not be performed according to this method).

· Content-Encoding.
· Content-MD5: represents a digest of the transport object. The file server should indicate the MD5 hash value whenever multiple versions of the file are anticipated for the download session.
NOTE 2:
The values for each of the above data elements are calculated or discovered by the FLUTE sender.
The FEC-OTI-Scheme-Specific-Info FDT Instance data element contains information specific to the FEC scheme indicated by the FEC Encoding ID encoded using base64.
7.2.10
FDT Schema

7.2.10.1
Extended FLUTE FDT Schema

The below XML Schema shall be use for the FDT Instance. 

The XML schema described in clause 7.2.10.3 is within this schema reference using the relative URI "ietf-flute-fdt.xsd".
<?xml version="1.0" encoding="UTF-8"?>

<xs:schema 


xmlns="urn:IETF:metadata:2005:FLUTE:FDT" 


xmlns:fl="urn:IETF:metadata:2005:FLUTE:FDT" 


xmlns:xs="http://www.w3.org/2001/XMLSchema"


xmlns:mbms="urn:3GPP:metadata:2005:MBMS:FLUTE:FDT"


targetNamespace="urn:IETF:metadata:2005:FLUTE:FDT" 


elementFormDefault="qualified">


<xs:import namespace="urn:3GPP:metadata:2005:MBMS:FLUTE:FDT"/>


<xs:redefine schemaLocation="ietf-flute-fdt.xsd">



<xs:complexType name="FileType">




<xs:complexContent>





<xs:extension base="fl:FileType">






<xs:sequence>







<xs:element name="Group" type="mbms:groupIdType" minOccurs="0" 








maxOccurs="unbounded"/>







<xs:element name="MBMS-Session-Identity" 








type="mbms:MBMS-Session-Identity-Type" minOccurs="0" 








maxOccurs="unbounded"/>






</xs:sequence>





</xs:extension>




</xs:complexContent>



</xs:complexType>



<xs:complexType name="FDT-InstanceType">




<xs:complexContent>





<xs:extension base="fl:FDT-InstanceType">






<xs:sequence>







<xs:element name="Group" type="mbms:groupIdType" minOccurs="0" 








maxOccurs="unbounded"/>







<xs:element name="MBMS-Session-Identity-Expiry" 








type="mbms:MBMS-Session-Identity-Expiry-Type" minOccurs="0" 








maxOccurs="unbounded"/>






</xs:sequence>





</xs:extension>




</xs:complexContent>



</xs:complexType>


</xs:redefine>

</xs:schema>

7.2.10.2
3GPP FDT Extension Type Schema

The extension of the IETF FLUTE FDT schema is done using the following schema definition:

<?xml version="1.0" encoding="UTF-8"?>

<xs:schema 


xmlns="urn:3GPP:metadata:2005:MBMS:FLUTE:FDT" 


xmlns:xs="http://www.w3.org/2001/XMLSchema" 


targetNamespace="urn:3GPP:metadata:2005:MBMS:FLUTE:FDT" 


elementFormDefault="qualified">


<xs:complexType name="MBMS-Session-Identity-Expiry-Type">



<xs:simpleContent>




<xs:extension base="MBMS-Session-Identity-Type">





<xs:attribute name="value" type="xs:unsignedInt" use="required"/>




</xs:extension>



</xs:simpleContent>


</xs:complexType>


<xs:simpleType name="MBMS-Session-Identity-Type">



<xs:restriction base="xs:unsignedByte"/>


</xs:simpleType>


<xs:simpleType name="groupIdType">



<xs:restriction base="xs:string"></xs:restriction>


</xs:simpleType>

</xs:schema>
7.2.10.3
IETF FDT Schema

Below is the XML schema that has been used to validate the above XML schema extension. 

Note: As the schema in RFC 3926 is not valid there exist no stable reference, thus this specification will include this schema until IETF has published an updated version of the schema.

<?xml version="1.0" encoding="UTF-8"?>

<xs:schema 


xmlns="urn:IETF:metadata:2005:FLUTE:FDT" 


xmlns:xs="http://www.w3.org/2001/XMLSchema" 


targetNamespace="urn:IETF:metadata:2005:FLUTE:FDT" 


elementFormDefault="qualified">


<xs:element name="FDT-Instance" type="FDT-InstanceType"/>


<xs:complexType name="FDT-InstanceType">



<xs:sequence>




<xs:element name="File" type="FileType" maxOccurs="unbounded"/>




<xs:any namespace="##other" processContents="skip" minOccurs="0" maxOccurs="unbounded"/>



</xs:sequence>



<xs:attribute name="Expires" type="xs:string" use="required"/>



<xs:attribute name="Complete" type="xs:boolean" use="optional"/>



<xs:attribute name="Content-Type" type="xs:string" use="optional"/>



<xs:attribute name="Content-Encoding" type="xs:string" use="optional"/>



<xs:attribute name="FEC-OTI-FEC-Encoding-ID" type="xs:unsignedLong" use="optional"/>



<xs:attribute name="FEC-OTI-FEC-Instance-ID" type="xs:unsignedLong" use="optional"/>



<xs:attribute name="FEC-OTI-Maximum-Source-Block-Length" type="xs:unsignedLong" 




use="optional"/>



<xs:attribute name="FEC-OTI-Encoding-Symbol-Length" type="xs:unsignedLong" use="optional"/>



<xs:attribute name="FEC-OTI-Max-Number-of-Encoding-Symbols" type="xs:unsignedLong" 




use="optional"/>



<xs:attribute name="FEC-OTI-Scheme-Specific-Info" type="xs:base64Binary" use="optional"/>



<xs:anyAttribute processContents="skip"/>


</xs:complexType>


<xs:complexType name="FileType">



<xs:sequence>




<xs:any namespace="##other" processContents="skip" minOccurs="0" maxOccurs="unbounded"/>



</xs:sequence>



<xs:attribute name="Content-Location" type="xs:anyURI" use="required"/>



<xs:attribute name="TOI" type="xs:positiveInteger" use="required"/>



<xs:attribute name="Content-Length" type="xs:unsignedLong" use="optional"/>



<xs:attribute name="Transfer-Length" type="xs:unsignedLong" use="optional"/>



<xs:attribute name="Content-Type" type="xs:string" use="optional"/>



<xs:attribute name="Content-Encoding" type="xs:string" use="optional"/>



<xs:attribute name="Content-MD5" type="xs:base64Binary" use="optional"/>



<xs:attribute name="FEC-OTI-FEC-Encoding-ID" type="xs:unsignedLong" use="optional"/>



<xs:attribute name="FEC-OTI-FEC-Instance-ID" type="xs:unsignedLong" use="optional"/>



<xs:attribute name="FEC-OTI-Maximum-Source-Block-Length" type="xs:unsignedLong" 




use="optional"/>



<xs:attribute name="FEC-OTI-Encoding-Symbol-Length" type="xs:unsignedLong" use="optional"/>



<xs:attribute name="FEC-OTI-Max-Number-of-Encoding-Symbols" type="xs:unsignedLong" 




use="optional"/>



<xs:attribute name="FEC-OTI-Scheme-Specific-Info" type="xs:base64Binary" use="optional"/>



<xs:anyAttribute processContents="skip"/>


</xs:complexType>

</xs:schema>

7.2.10.4
Example of FDT

<?xml version="1.0" encoding="UTF-8"?>

<FDT-Instance 


xmlns="urn:IETF:metadata:2005:FLUTE:FDT" 


xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 


xsi:schemaLocation="urn:IETF:metadata:2005:FLUTE:FDT 3gpp-flute-fdt-choice3.xsd" 


FEC-OTI-FEC-Encoding-ID="1"


Complete="true" 


Content-Encoding="gzip" 


FEC-OTI-Encoding-Symbol-Length="512"  


Expires="331129600">


<File 



Content-Type="application/sdp" 



Content-Length="7543" 



Transfer-Length="4294" 



TOI="2" 



FEC-OTI-Encoding-Symbol-Length="16"



FEC-OTI-Scheme-Specific-Info="AAEBBA==" 



Content-Location="http://www.example.com/fancy-session/main.sdp">



<MBMS-Session-Identity>93</MBMS-Session-Identity>


</File>


<File 



Content-Type="String" 



Content-Length="161934" 



Transfer-Length="157821" 



TOI="3" 



FEC-OTI-Encoding-Symbol-Length="512" 



Content-Location="http://www.example.com/fancy-session/trailer.3gp">



<MBMS-Session-Identity>93</MBMS-Session-Identity>


</File>


<MBMS-Session-Identity-Expiry value="3311288760">93</MBMS-Session-Identity-Expiry>

</FDT-Instance>

7.2.10.5
3GPP FDT Extensions

The following schema defines the new elements 
<?xml version="1.0" encoding="UTF-8"?>

<xs:schema 


xmlns="urn:3GPP:metadata:2007:MBMS:FLUTE:FDT" 


xmlns:xs="http://www.w3.org/2001/XMLSchema" 


targetNamespace="urn:3GPP:metadata:2007:MBMS:FLUTE:FDT" 


elementFormDefault="qualified">


<xs:element name="Cache-Control">



<xs:complexType>




<xs:choice>





<xs:element name="no-cache" type="xs:boolean" fixed="true"/>





<xs:element name="max-stale" type="xs:boolean" fixed="true"/>





<xs:element name="Expires" type="xs:unsignedInt"/>




</xs:choice>




<xs:anyAttribute processContents="skip"/>



</xs:complexType>


</xs:element>

</xs:schema>
7.2.11

MBMS Session Identify

The MBMS-Session-Identity element associates the file to the identity of the MBMS session. If the file will be part of several MBMS transmission sessions, then a list of MBMS session identities is defined. 

The MBMS-Session-Identity-Expiry element associates an expiration time with a MBMS session identity value.  Similar to the FLUTE FDT expiration time, the MBMS session identity expiration time (value attribute) is expressed within the FDT Instance payload as a 32 bit data field.  The value of the data field represents the 32 most significant bits of a 64 bit Network Time Protocol (NTP) [78] time value.  These 32 bits provide an unsigned integer representing the time in seconds relative to 0 hours 1 January 1900.

7.2.12
FEC Scheme definition

7.2.12.1
General

This clause defines an FEC encoding scheme for the MBMS forward error correction code defined in[91] for the download delivery method. This scheme is identified by FEC Encoding ID 1. The FEC Payload ID format and FEC Object Transmission Information format are as defined in [91], clause 3.1 and 3.2 respectively.
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7.2.13
Caching Directives

A file download service may indicate the caching recommendations for a specific file or set of files that are delivered using FLUTE. The caching directives are to be used with the file download modes as follows:

· Promiscuous mode: it is recommended to use the caching directives with the promiscuous mode as it enables improved management of the storage at the UE. Applications make use of available copies of files as long as their respective caching time is still valid. In case one or several files have expired and the download session is still available, the UE should join the FLUTE session and download the expired files. Alternatively, the UE may attempt to retrieve the file using HTTP and the file URL.
· One-Copy mode: Caching directives may be used with the one-copy mode to indicate the validity of a certain file. Applications requesting the file will receive the cached file as long as it is still valid. A file that is not expected to be static may indicate a long expiry time or permanent validity.
· Keep-Updated mode: it is recommended to use the caching directives with the keep-updated mode to indicate the validity of a certain file. Applications requesting the file will receive the cached file as long as it is still valid.
The caching functionality defines three different caching directives:

· no-cache: this directive is used to indicate to the receiver not to cache a specific file (or set of files). This is probably useful in the case where the file is expected to be highly dynamic (changes to the file occur quite often) or if the file will be used only once by the receiver application.
· max-stale: this directive indicates to the FLUTE receiver that a specific file (or set of files) should be cached for an indefinite period of time, if possible. The file has no expiry date.
· Expires: this directive is used by the server to indicate the expected expiry time of a specific file (or set of files). It indicates a date and time value in the HTTP date format or in the NTP timestamp format.
The syntax of the caching directives is described in section 7.2.10.5.

7.2.14
Indicating a full FDT snapshot

If the server wants to inform the client about the current FDT snapshot, the server shall set the “FullFDT” attribute in the FLUTE FDT instance file. If the “FullFDT” attribute is set, the FDT instance shall be equivalent to the full File Delivery Table. Note FDT instances with a higher FDT instance ID may again extend the File Delivery Table. 

A new attribute "FullFDT" is created within the element "FDT-Instance" of the FDT to indicate to the receivers that the FDT Instance contains the exact set of Transport Objects that are currently scheduled for transmission by the sender, in the actual FLUTE session.

The XML syntax of the "FullFDT" attribute within the FLUTE FDT is the following.
  <?xml version="1.0" encoding="UTF-8"?>

  <xs:schema xmlns="urn:3GPP:metadata:2008:MBMS:FLUTE:FDT_ext"
   xmlns:xs="http://www.w3.org/2001/XMLSchema" 

   targetNamespace="urn:3GPP:metadata:2008:MBMS:FLUTE:FDT_ext" 

   elementFormDefault="qualified">
   <attribute name="FullFDT" type="boolean"

    use="optional" default="false" />

  </schema>
This attribute differs from the existing "Complete" attribute in that the "Complete" attribute indicates that no new objects description will be provided in future FDT Instances within this session.
No assumption shall be made about the fact that a given FDT instance for which the attribute "FullFDT" is absent or set to FALSE, contains the exact set of Transport Objects that are currently scheduled for transmission by the sender, in the actual FLUTE session.

When two FDT instances with attribute "FullFDT" is equal to TRUE are received by a receiver and valid in a given time (that is to say they have not expired), the FDT instance with the highest FDT Instance ID shall be used by the terminal.
7.3
SDP for Download Delivery Method

7.3.1
Introduction

RFC 3926 [9] describes required and optional parameters for FLUTE session and media descriptors. This clause specifies SDP for FLUTE session that is used for the MBMS download and service announcement sessions. The formal specification of the parameters is given in ABNF ( [23]).

7.3.2
SDP Parameters for MBMS download session

The semantics of a Session Description of an MBMS download session includes the following parameters:

· The sender IP address.
· The number of channels in the session.
· The destination IP address and port number for each channel in the session per media.
· The Transport Session Identifier (TSI) of the session.
· The start time and end time of the session.
· The protocol  ID (i.e. FLUTE/UDP).
· Media type(s) and fmt-list.
· Data rate using existing SDP bandwidth modifiers.
· Mode of MBMS bearer per media.
· FEC capabilities and related parameters.
· Service-language(s) per media.

This list includes the parameters required by FLUTE - RFC 3926 [9]

These shall be expressed in SDP ( [14] and [15]) syntax according to the following clauses.

7.3.2.1
Sender IP address

There shall be exactly one IP sender address per MBMS download session, and thus there shall be exactly one IP source address per complete MBMS download session SDP description. The IP source address shall be defined according to the source-filter attribute ("a=source-filter:") ( [14] and [15]) for both IPv4 and IPv6 sources, with the following exceptions:

1.
Exactly one source address may be specified by this attribute such that exclusive-mode shall not be used and inclusive-mode shall use exactly one source address in the <src-list>.
2.
There shall be exactly one source-filter attribute per complete MBMS download session SDP description, and this shall be in the session part of the session description (i.e. not per media).
3.
The * value shall be used for the <dest-address> subfield, even when the MBMS download session employs only a single LCT (multicast) channel.
7.3.2.2
Number of channels

Only one FLUTE channel is allowed per FLUTE session in the present document and thus there is no further need for a descriptor of the number of channels.
7.3.2.3
Destination IP address and port number for channels

The FLUTE channel shall be described by the media-level channel descriptor. These channel parameters shall be per channel:
· IP destination address.
· Destination port number.

The IP destination address shall be defined according to the "connection data" field ("c=") of SDP ( [14]). The destination port number shall be defined according to the <port> sub-field of the media announcement field ("m=") of SDP ( [14]).

The presence of a FLUTE session on a certain channel shall be indicated by using the "m-line" in the SDP description as shown in the following example:
m=application 12345 FLUTE/UDP 0

c=IN IP6 FF1E:03AD::7F2E:172A:1E24/1

In the above SDP attributes, the m-line indicates the media used and the c-line indicates the corresponding channel. Thus, in the above example, the m-line indicates that the media is transported on a channel that uses FLUTE over UDP. Further, the c-line indicates the channel address, which, in this case, is an IPv6 address.

7.3.2.4
Transport Session Identifier (TSI) of the session

The combination of the TSI and the IP source address identifies the FLUTE session. Each TSI shall uniquely identify a FLUTE session for a given IP source address during the time that the session is active, and also for a large time before and after the active session time (this is also an LCT requirement - RFC 3451 [11]).
The TSI shall be defined according the SDP descriptor given below. There shall be exactly one occurrence of this descriptor in a complete FLUTE SDP session description and it shall appear at session level.

The syntax in ABNF is given below:
flute-tsi-line = "a=flute-tsi:" tsi CRLF

tsi = 1*15DIGIT
7.3.2.5
Multiple objects transport indication

RFC 3626 [9] requires the use of the Transport Object Identifier (TOI) header field (with one exception for packets with no payload when the A flag is used). The transport of a single FLUTE file requires that multiple TOIs are used (TOI 0 for FDT Instances). Thus, there is no further need to indicate to receivers that the session carries packets for more than one object and no SDP attribute (or other FLUTE out of band information) is needed for this.

7.3.2.6
Session Timing Parameters

A MBMS download session start and end times shall be defined according to the SDP timing field ("t=") ( [14]).
7.3.2.7
Mode of MBMS bearer per media

A new MBMS bearer mode declaration attribute is defined which results in, e.g.:
· a=mbms-mode:broadcast 1234 1 

OR

· a=mbms-mode:broadcast-sfn 1234
The MBMS bearer mode declaration attribute shall be used in session descriptions using one or more MBMS broadcast mode media or broadcast-sfn mode media. If all media declarations use MBMS broadcast mode or broadcast-sfn mode, then the SDP attribute may be declared at session level. In that case the session level attribute applies to all media without a media level occurance of the "mbms-mode" attribute. If one or more media using MBMS multicast mode is present in the same declaration as media using MBMS broadcast mode, then only media using the MBMS broadcast mode or broadcast-sfn mode will contain the "mbms-mode" attribute.

mbms-bearer-mode-declaration-line = "a=mbms-mode:" ("broadcast" SP tmgi SP mbms-counting-information) / (”broadcast-mbsfn” SP tmgi)  CRLF

tmgi = 1*15DIGIT

mbms-counting-indication = 1 * DIGIT
The Temporary Mobile Group Identity (tmgi) information element is defined in TS 24.008 [40]. Octets 3 to 8 are always encoded in tmgi attribute as a decimal number. Octet 3 is the most significant octet.

The MBMS Counting Information (mbms-counting-information) information element is defined in TS 25.413 [87] and indicates whether the RAN level counting procedures are applicable or not for the MBMS broadcast mode. The value 0 corresponds to the information element value of “not counting” and the value 1 corresponds to the information element value “counting”.
7.3.2.8
FEC capabilities and related parameters

A new FEC-declaration attribute is defined which results in, e.g.:

· a=FEC-declaration:0 encoding-id=1

This attribute may be used on both session-level and media-level. Multiple instances are allowed to specify several different FEC declarations. The attribute is used on session level to define FEC declarations used by multiple media components. Each media component references an FEC declaration using the “a=FEC” attribute. On media level it is used to define FEC declarations which are only valid for a single media component. If FEC declarations on both session and media level use the same reference number (fec-ref) then the media level declaration takes precedence for that media component.
This attribute is optional to use for the download delivery method as the information will be available elsewhere (e.g. FLUTE FDT Instances). If this attribute is not used, and no other FEC-OTI information is signalled to the UE by other means, the UE may assume that support for FEC id 0 is sufficient capability to enter the session.

A new FEC-declaration reference attribute is defined which results in, e.g.:
· a=FEC:0

This is a media-level only attribute, used as a short hand to reference one of one or more FEC-declarations.

The syntax for the attributes in ABNF [23] is:

fec-declaration-line = "a=FEC-declaration:" fec-ref  SP fec-enc-id [";" SP fec-inst-id] CRLF
fec-ref = 1*3DIGIT  ;  value is the SDP-internal identifier for FEC-declaration.
fec-enc-id = "encoding-id=" enc-id

enc-id = 1*DIGIT ; value is the FEC encoding ID used
fec-inst-id = "instance-id=" inst-id

inst-id = 1*DIGIT ; value is the FEC Instance ID used.
fec-line = "a=FEC:" fec-ref CRLF

7.3.2.9
Service-language(s) per media

The existing SDP attribute "a=lang" is used to label the language of any language-specific media. The values are taken from [73] which in turn takes language and (optionally) country tags from ISO 639 [74] and ISO 3166 [75] (e.g. "a=lang:EN-US"). These are the same tags used in the User Service Description XML.
7.3.2.10
Bandwidth Specification

The maximum bit-rate required by this FLUTE session shall be specified using the "AS" bandwidth modifier [14] on media level. The Application Specific (AS) bandwidth for a FLUTE session shall be the largest sum of the sizes of all packets transmitted during any one second long period of the session, expressed as kilobits. The size of the packet shall be the complete packet, i.e. IP, UDP and FLUTE headers, and the data payload.

7.3.3
SDP Examples for FLUTE Session

Here is a full example of SDP description describing a FLUTE session:

v=0

o=user123 2890844526 2890842807 IN IP6 2201:056D::112E:144A:1E24

s=File delivery session example

i=More information

t=2873397496 2873404696

a=mbms-mode:broadcast 1234 1
a=FEC-declaration:0 encoding-id=1

a=source-filter: incl IN IP6 * 2001:210:1:2:240:96FF:FE25:8EC9

a=flute-tsi:3

m=application 12345 FLUTE/UDP 0

c=IN IP6 FF1E:03AD::7F2E:172A:1E24/1

b=64

a=lang:EN

a=FEC:0

7.4
OMA Push usage for MBMS Download
7.4.1
Introduction

OMA Push may be used for MBMS download reception when MBMS Bearers are not available. The MBMS UE registers its MSISDN with the BM-SC to receive the Download Sessions using OMA Push. The BM-SC distributes FLUTE FDT instance which allows the MBMS UE to fetch files of interest.

If the MBMS UE is out of its home network and if at least one unicastAccessURI element is available in the deliver method description, the MBMS UE should register its MBMS Download Services with the BM-SC. 

7.4.2
HTTP registration and deregistration procedure

The MBMS UE may register and deregister for unicast service delivery, if the MBMS User Service Description for this service includes at least one unicastAccessURI element in the deliveryMethod element.

The HTTP (RFC 2616 [18]) GET method is used for this purpose. If more than one unicastAccessURI is provided in the deliveryMethod element, the UE shall randomly select one.

In the following, we give the details of the syntax used for the above request method in ABNF [23].

· unicast_access_request_http_URL = unicast_access_URI "?" query
· unicast_access_URI = <unicastAccessURI from the User Service Description; URI-reference is as defined in [19].>
· query = action “&” serviceId "&" msisdn
· action = “action=” (“register” | “Register” | “deregister” | “Deregister”)
· serviceId = "serviceId=" <value of the serviceId attribute of the User Service Description>
· msisdn = “msisdn=” 1*DIGIT <format as defined in [77]
The BM-SC responds with an “200 OK” status code in case of successful registration or deregistration. With the response to a successful registration request, an associated delivery procedure fragment as defined in clause 9.5 shall be delivered to the MBMS UE. The MBMS UE uses the File Repair procedure as described in the received associated delivery procedure description fragment. The file repair procedure is defined in clause 9.3. Note, the file repair procedure allows also to fetch complete files.

An HTTP GET request with “action” value set to “register” or “Register” shall be sent to register the MBMS UE for unicast file delivery service. The request shall also include the serviceId and the MSISDN of the MBMS UE. The format for the MSISDN is defined in [77]. The following is an exmaple for a registration request:

GET
/unicasDelivery?action=Register&serviceId=urn:3gpp:0010120123hotdog&MSISDN=436642012345 HTTP/1.1
       Host: bmsc.example.com

An HTTP GET  request with “action” value set to “deregister” or “Deregister”  shall be sent to deregister the MBMS UE from the unicast file delivery service. The request also includes the service ID and the MSISDN number of the MBMS UE as shown in the following example:

GET
/unicasDelivery?action=Deregister&serviceId=urn:3gpp:0010120123hotdog&MSISDN=436642012345 HTTP/1.1
       Host: bmsc.example.com

7.4.3
MBMS Download Delivery Method over OMA push bearers

MBMS Download over OMA Push bearers are formatted according to the OMA Push OTA specification [79].

OTA-WSP shall be used over unicast bearers. Application port addressing shall be used as specified in [79]. The application ID to be used is 0x9045 as allocated by OMNA [85].

OTA-HTTP may be used over the HTTP push bearer. Application port addressing shall be used as specified in [79]. The application ID to be used is 0x9045 as allocated by OMNA [85].

The Content-Encoding header shall be included if GZip is used.

The MBMS UE receives the FLUTE FDT instance and the Download Header instance via OMA Push OTA protocol [79]. Both documents are encapsulated in a multipart MIME document. Optionally an associated delivery description fragment as defined in clause 9.5 is part of the pushed document. The FLUTE FDT instance is identified by the MIME type “application/fdt+xml” and the associated delivery description fragment by the mimetype as defined in Annex C.7. The download header instance should use a default mime type “application/xml”.
The XML schema for the download header fragment is defined below. The serviceId element contains the unique identifier of the MBMS service. The MBMS UE uses the Service Id to select the target application and has received the serviceId with the User Service Annoucement fragment. The format of the serviceId element is defined in clasue 11.2.1.1.

The fdtInstanceId element shall contain the FDT instance Identifier for the sent FDT instance. Note, the FDT instance id is transferred using the FDT Instance Header as defined in clause 3.4.1 of [9]
<?xml version="1.0" encoding="UTF-8"?>

<xs:schema xmlns="urn:3GPP:metadata:2007:MBMS:downloadHeader" xmlns:xs="http://www.w3.org/2001/XMLSchema" 
targetNamespace="urn urn:3GPP:metadata:2007:MBMS:downloadHeader" 
elementFormDefault="qualified" attributeFormDefault="unqualified">


<xs:element name="mbmsDownloadHeader">



<xs:complexType>




<xs:sequence>





<xs:element name="serviceId" type="xs:anyURI" use="required"/>





<xs:element name="fdtInstanceId" type="xs:unsignedInt" use="required"/>





<xs:any namespace="##other" processContents="lax" minOccurs="0"/>




</xs:sequence>



</xs:complexType>


</xs:element>

</xs:schema>
The UE will then have necessary information about all files in the FLUTE session including their fileURIs, content encodings, content lengths etc. 

7.5
FLUTE session setup and control with RTSP

7.5.1
Introduction
In case the MBMS User Service contains MBMS Streaming and MBMS Download delivery sessions, it may be beneficial to control all flows with RTSP. The prime use case of FLUTE session set-up and control with RTSP is for sending MBMS streaming associated presentation data.

7.5.2
SDP handling
The FLUTE specific SDP extensions are defined in clause 7. For the FLUTE session establishment using RTSP, a control URI as defined in [88] shall be present for the FLUTE media description. Note, a control URI is defined by the "a=control:" SDP field according to [88].

7.5.3
RTSP SETUP Method
The control URI as defined in [88] shall be present for each FLUTE media description in the SDP. The control URI is used within the RTSP SETUP method to establish the described FLUTE sessions.

The RTSP transport protocol specifier for FLUTE as defined in [88] shall be "FLUTE/UDP". One and only one UDP port is allocated for each FLUTE channel. 

The following RTP specific parameters shall be used in the transport request and responds header for FLUTE sessions:
· client_port: This parameter provides the unicast FLUTE port(s) on which the client has chosen to receive FLUTE data.
· server_port: This parameter provides the unicast FLUTE port(s) on which the server has chosen to send data.
7.5.4
RTSP PLAY Method
The PLAY method tells the server to start sending data including FLUTE session data as defined in [88]. The RTSP server forwards the FLUTE packets as according by the RTSP range header in the RTSP PLAY. 

Only ntp and clock range units may be used with the "Range" headers. Normal Play Time (NPT) indicates the stream absolute position relative to the beginning of the presentation. The NPT consists of a decimal fraction.The clock range header describe the absolute time expressed as ISO 8601 timestamps, using UTC (GMT).

7.5.5
RTSP PAUSE Method
The PAUSE request causes the stream delivery including all FLUTE sessions to be interrupted (halted) as defined in [88].

7.5.6
RTSP TEARDOWN Method
The TEARDOWN client to server request stops the stream delivery including all FLUTE data delivery for the given URI, freeing the resources associated with it. Details for the TEARDOWN method are defined in [88].
************************************ Next Change ************************************************
8
Streaming delivery method

8.1
Introduction

The purpose of the MBMS streaming delivery method is to deliver continuous multimedia data (i.e. speech, audio, video and DIMS) over an MBMS bearer. Using MBMS Streaming delivery on unicast is defined in clause 8.5. This delivery method complements the download delivery method which consists of the delivery of files. The streaming delivery method is particularly useful for multicast and broadcast of scheduled streaming content.
8.2
Transport protocol

RTP is the transport protocol for MBMS streaming delivery. RTP provides means for sending real-time or streaming data over UDP and is already used for the transport of PSS in 3GPP. RTP provides RTCP for feedback about the transmission quality. The transmission of RTCP packets in the downlink (sender reports) is allowed. In this version of the specification, RTCP RR shall be turned off by SDP RR bandwidth modifiers. Note that in the context of MBMS detection of link aliveness is not necessary.

8.2.1
RTP payload formats for media

The RTP payload formats and corresponding MIME types are aligned with those defined in PSS Rel-6 3GPP TS 26.234 [47] as much as possible. For RTP/UDP/IP transport of continuous media the following RTP payload formats shall be used:

· AMR narrow-band speech codec (see sub-clause 10.2) RTP payload format according to RFC 4867 [33]. A MBMS client is not required to support multi-channel sessions.
· AMR wideband speech codec (see sub-clause 10.2) RTP payload format according to RFC 4867 [33]. A MBMS client is not required to support multi-channel sessions.
· Extended AMR-WB codec (see sub-clause 10.3) RTP payload format according to [34].
· Enhanced aacPlus codec (see sub-clause 10.3): RTP payload format and MIME types according to RFC 3640 [41], namely the Low Bit-Rate AAC or the High Bit-Rate AAC modes.
· H.264 (AVC) video codec (see sub-clause 10.5) RTP payload format according to RFC 3984 [35]. An MBMS client supporting H.264 (AVC) is required to support all three packetization modes: single NAL unit mode, non-interleaved mode and interleaved mode. For the interleaved packetization mode, an MBMS client shall support streams for which the value of the "sprop-deint-buf-req" MIME parameter is less than or equal to MaxCPB * 1000 / 8, inclusive, in which "MaxCPB" is the value for VCL parameters of the H.264 (AVC) profile and level in use, as specified in [TBD].
· DIMS (see sub-clause 10.12) RTP payload format according to [89].
8.2.2
FEC mechanism for RTP

The “MBMS FEC scheme” is described in sub-clause 8.2.2.8. 

A UE that supports MBMS User Services shall support a decoder for the “MBMS FEC scheme”. The use of MBMS FEC by the sender is recommended, but it is permitted not to use it. In the case where the FEC is not used by the sender, the FEC Layer should not be used (i.e. RTP is mapped onto UDP directly).
This sub-clause defines a generic mechanism for applying Forward Error Correction to streaming media. The mechanism consists of three components:

(i)
construction of an FEC source block from the source media packets belonging to one or several UDP packet flows related to a particular segment of the stream(s) (in time). The UDP flows include RTP, RTCP, SRTP and MIKEY packets.

(ii)
modification of source packets to indicate the position of the source data from the source packet within the source block

(iii)definition of repair packets, sent over UDP, which can be used by the FEC decoder to reconstruct missing portions of the source block.

The mechanism does not place any restrictions on the source data which can be protected together, except that the source data is carried over UDP. The data may be from several different UDP flows that are protected jointly. 
A receiver supporting the streaming delivery method shall support the packet format for FEC source packets and may also support the packet format for FEC repair packets.
At the sender, the mechanism begins by processing original UDP packets to create:

(i)
a stored copy of the original packets in the form of a source block; and
(ii)
FEC source packets for transmission to the receiver.
After constructing the source block from the original UDP payloads to be protected and their flow identity  (based on destination IP address and UDP port), the FEC encoder generates the desired amount of FEC protection data, i.e. encoding symbols. These repair symbols are then sent using the FEC repair packet format to the receiver. The FEC repair packets are sent to a UDP destination port different from any of the original UDP packets' destination port(s) as indicated by the signaling.
The receiver recovers the original packets directly from the FEC source packets and buffers them at least the min-buffer-time to allow time for the FEC repair. The receiver uses the FEC source packets to construct a (potentially incomplete) copy of the source block, using the Source FEC Payload ID in each packet to determine where in the source block the packet shall be placed. In indication of the UDP flow (i.e. destination IP address and UDP port) the packet is part of is included in the source block with the UDP payload.
If any FEC source packets have been lost, but sufficient FEC source and FEC repair packets have been received, FEC decoding can be performed to recover the FEC source block. The original packets UDP payload and UDP flow identity can then be extracted from the source block and provided to the upper layer. If not enough FEC source and repair packets were received, only the original packets that were received as FEC source packets will be available. The rest of the original packets are lost.

If a UE that supports MBMS User Services receives a mathematically sufficient set of encoding symbols generated according to the encoder specification in Annex B for reconstruction of a source block then the decoder shall recover the entire source block. Note that the example decoder described in [91] clause 5.5 fulfils this requirement.
Note that the receiver must be able to buffer all the original packets and allow time for the FEC repair packets to arrive and FEC decoding to be performed before media playout begins. The min-buffer-time parameter specified in sub-clause 8.3.1.8 helps the receiver to determine a sufficient duration for initial start-up delay.

The Source and Repair FEC payload IDs are used to associate the FEC source packets and FEC repair packets, respectively, to a source block. The Source and Repair FEC payload ID formats are part of the definition of the FEC scheme. Each FEC scheme is identified by an FEC Encoding ID and, in the case of underspecified FEC schemes, FEC Instance ID, values. One FEC scheme for the streaming delivery method is specified in sub-clause 8.2.2.8. Any FEC schemes using the packet formats defined in the present document shall be systematic FEC codes and may use different FEC payload ID formats for FEC source packets and FEC repair packets.
The protocol architecture is illustrated in figure 11.
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Figure 11: FEC mechanism for the streaming delivery method interaction diagram
Figure 11 depicts how one or more out of several possible packet flows of different types (Audio, video, DIMS, text RTP and RTCP flows, MIKEY flow) are sent to the FEC layer for protection. The source packets are modified to carry the FEC payload ID and a new flow with repair data is generated. The receiver takes the source and repair packets and buffers them to perform, if necessary, the FEC decoding. After appropriate buffering received and recovered source packets are forwarded to the higher layers. The arrows in the figure indicate distinct data flows. 
8.2.2.1
Sending Terminal Operation (Informative)

It is assumed that the sender has constructed or received original data packets for the session. These may be RTP, RTCP, MIKEY or other UDP packets. The following procedures are based on the UDP payload and the identity of the UDP flow.
In order to FEC protect a sequence of original data packets, the sender constructs a source block as specified in sub-clause 8.2.2.6 to which the FEC algorithm is to be applied, and includes the original source packet data within FEC source packets. The following operations describe a possible way to generate compliant FEC source packet and FEC repair packet streams:

1.
Each original packet is placed in the source block. In doing so, the Source FEC Payload ID information to be included in the FEC payload ID of the FEC source packet can be determined. In the source block the identity of the packet’s flow is marked using the Flow ID. See sub-clauses 8.2.2.6 and 8.2.2.7 for details.
2.
The FEC source packet is constructed according to sub-clause 8.2.2.4. The identity of the original flow is maintained by the source packet through the use of the destination UDP port number and destination IP address, which has been advertised (for example using SDP), as carrying FEC source packets generated from an original stream of a particular protocol (e.g. RTP, RTCP, SRTP, MIKEY etc.). See sub-clause 8.2.2.13.

3.
The FEC source packet generated is sent according to UDP procedures defined in RFC 4867 [33].
When a source block is complete, the FEC encoder generates encoding symbols and places these symbols into FEC repair packets, to be conveyed to the receivers.  These repair packets are sent using normal UDP procedures to a unique destination port to separate it from any of the source packet flows.
In particular cases it may be advantageous not to use FEC for some source blocks and to signal this to the receiver. In this case the sender may send one or more empty repair packets consisting exclusively on the Repair FEC Payload ID. This will be helpful in particular for selective FEC where some of the source blocks (e.g. consisting of reference video frames) are FEC protected while others (e.g. consisting exclusively of non-reference frames) will not be protected.
8.2.2.2
Receiving Terminal Operation (Informative)

The following describes a possible receiver algorithm, when receiving an FEC source or repair packet:

1.
If a FEC source packet is received (as indicated by the UDP port on which was received):
a.
The original source packet is reconstructed by removing the Source FEC Payload ID. The resulting packet is buffered to allow time for the FEC repair.
b.
The resulting packet is placed into the source block according to the information in the Source FEC Payload ID and the source block format described in sub-clause 8.2.2.6. The UDP port the packet was received on is used to determine the Flow ID written into the source block.
2.
If an FEC repair packet is received (as indicated by the UDP port), the contained encoding symbols are placed into an FEC encoding block according to the Repair FEC Payload ID. In case the received FEC repair packet is empty, there are no repair symbols to be placed in the FEC encoding block.
3.
If at least one source packet is missing, then FEC decoding may be desirable.  The FEC decoder determines if the encoding block constructed in steps 1 and 2 contains enough symbols from the source and repair packets for decoding and, if so, performs the decoding operation. If only empty FEC repair packets are received, the receiver may start immediately some procedures to conceal the effect of missing media data.
4.
Any missing source packets that were reconstructed during the decoding operation are then buffered as normal received packets (see step 1a above).
Note that the above procedure may result in that not all original packets are recovered, and they must simply be marked as being lost.
Obviously, buffering and packet re-ordering arerequired to insert any reconstructed packets in the appropriate place in the packet sequence if that is necessary according to the used higher layer protocol (RTP, RTCP or MIKEY). To allow receivers to determine the minimal start-up buffering requirement for FEC decoding, the min-buffer-time parameter indicates a minimum initial buffering time that is sufficient regardless of the position of the stream in which the reception starts.

8.2.2.3
(Void)
8.2.2.4
Packet format for FEC source packets

The packet format for FEC source packets shall be used to encapsulate an original UDP packet..  As depicted in figure 12, it consists of the original UDP packet, followed by the Source FEC payload ID.
	IP Header

	UDP Header

	Original UDP Payload



	Source FEC Payload ID


Figure 12: Structure of the FEC packet format for FEC source packets

The destination IP address and UDP port shall be set as indicated in the session control signalling. This ensures that the receiver can determine which protocols and FEC Payload ID formats are used for this flow. The remaining fields in the IP and UDP headers shall be set according to their specifications.  

The UDP payload shall consist of the original UDP Payload followed by the Source FEC Payload ID.

The Source FEC Payload ID consists of information required for the operation of the FEC algorithm.  Its construction is specified in sub-clause 8.2.2.9.

The FEC Source packets over IP and UDP are indicated to be used for a flow by using one of the SDP protocol identifiers “UDP/MBMS-FEC/RTP/AVP”, “UDP/MBMS-FEC/RTP/SAVP” depending on the upper layer protocol RTP/AVP or RTP/SAVP respectively. If MIKEY is FEC protected and encapsulated in source packets, then it is indicated in the security description using the fecProtection element and the destination IP address.  

8.2.2.5
Packet Format for Repair packets

The packet format for FEC repair packets carries, as its payload, encoding symbols generated by the FEC encoding process. The format of a FEC repair packet is depicted in figure 13. The UDP payload consists of the Repair FEC Payload ID, and zero, one or more repair symbols. The format of the Repair FEC payload ID is defined in clause 8.2.2.10.

	IP Header

	UDP Header

	Repair FEC Payload ID

	Repair symbols




Figure 13: Payload structure for FEC repair packets
The repair packet sent over IP and UDP is indicated in the SDP using the protocol identifier “UDP/MBMS-REPAIR”.
8.2.2.6
Structure of the FEC source block

This clause defines the layout of the FEC source block.
The FEC source block shall contain at least one complete UDP packet payload (i.e. excluding the IP and UDP headers), and three octets indicating the UDP flow from which the packet was taken and the length of the UDP packet.  Note: this implies that no source UDP packet be larger than the length of the FEC source block minus 3.

Let

n
be the number of UDP packets in the source block.  n is determined dynamically during the source block construction process.

Ri
denote the octets of the UDP payload of the ith UDP packet to be added to the source block.

li
be the length of Ri in octets.
Li
denote two octets representing the value of li in network byte order (high order octet first).

fi
denote an integer “flow ID” identifying the UDP flow from which the ith packet was taken

Fi
denote a single octet representing the value of fi
Si
be the smallest integer such that siT >= (li+3).
Pi
denote siT-( li+3) zero octets. Note: Pi are padding octets to align the start of each UDP packet with the start of a symbol.
T
be the source symbol size in bytes.
Then, the source block is constructed by concatenating Fi ,Li, Ri, Pi for i = 1, 2, ... n.   and the source block size, S = sum {siT, i=1, …, n}.
A UDP flow is uniquely defined by an IP source and destination address and UDP source and destination port value. The assignment of Flow ID values to UDP flows is described in sub-clauses 8.2.2.13 and 8.3.1.9.
8.2.2.7
FEC block Construction algorithm and example (informative)

When the original UDP packet is placed into the source block, the value of the UDP flow identifier,F, followed by the value of the UDP payload length, L, are first written as a single byte and two-byte value in network byte order (i.e. with high order byte first) respectively into the first available bytes in the source block, followed by the UDP packet payload itself (i.e.not including the IP/UDP headers). Following this, if the next available byte is not the first byte of a new symbol, then padding bytes up to the next symbol boundary shall be included using the value 0 in each byte. As long as any source UDP packets remain to be placed, the procedure is repeated starting each UDP flow identifier at the start of the next encoding symbol.
An example of forming a source block is given in figure 14 below. In this example, three UDP packets of lengths 26, 52 and 103 bytes have been placed into a source block with symbol size T = 16 bytes. The first two packets are from UDP flow 0 and the third from UDP flow 1. Each entry in Figure 14 is a byte and the rows correspond to the source symbols and are numbered from 0 to 12. Bi,j denotes the (j+1)th byte of the (i+1)th UDP packet.
	0
	26
	B0,0
	B0,1
	B0,2
	B0,3
	B0,4
	B0,5
	B0,6
	B0,7
	B0,8
	B0,9
	B0,10
	B0,11
	B0,12

	B0,13
	B0,14
	B0,15
	B0,16
	B0,17
	B0,18
	B0,19
	B0,20
	B0,21
	B0,22
	B0,23
	B0,24
	B0,25
	0
	0
	0

	0
	52
	B1,0
	B1,1
	B1,2
	B1,3
	B1,4
	B1,5
	B1,6
	B1,7
	B1,8
	B1,9
	B1,10
	B1,11
	B1,12

	B1,13
	B1,14
	B1,15
	B1,16
	B1,17
	B1,18
	B1,19
	B1,20
	B1,21
	B1,22
	B1,23
	B1,24
	B1,25
	B1,26
	B1,27
	B1,28

	B1,29
	B1,30
	B1,31
	B1,32
	B1,33
	B1,34
	B1,35
	B1,36
	B1,37
	B1,38
	B1,39
	B1,40
	B1,41
	B1,42
	B1,43
	B1,44

	B1,45
	B1,46
	B1,47
	B1,48
	B1,49
	B1,50
	B1,51
	0
	0
	0
	0
	0
	0
	0
	0
	0

	1
	103
	B2,0
	B2,1
	B2,2
	B2,3
	B2,4
	B2,5
	B2,6
	B2,7
	B2,8
	B2,9
	B2,10
	B2,11
	B2,12

	B2,13
	B2,14
	B2,15
	B2,16
	B2,17
	B2,18
	B2,19
	B2,20
	B2,21
	B2,22
	B2,23
	B2,24
	B2,25
	B2,26
	B2,27
	B2,28

	B2,29
	B2,30
	B2,31
	B2,32
	B2,33
	B2,34
	B2,35
	B2,36
	B2,37
	B2,38
	B2,39
	B2,40
	B2,41
	B2,42
	B2,43
	B2,44

	B2,45
	B2,46
	B2,47
	B2,48
	B2,49
	B2,50
	B2,51
	B2,52
	B2,53
	B2,54
	B2,55
	B2,56
	B2,57
	B2,58
	B2,59
	B2,60

	B2,61
	B2,62
	B2,63
	B2,64
	B2,65
	B2,66
	B2,67
	B2,68
	B2,69
	B2,70
	B2,71
	B2,72
	B2,73
	B2,74
	B2,75
	B2,76

	B2,77
	B2,78
	B2,79
	B2,80
	B2,81
	B2,82
	B2,83
	B2,84
	B2,85
	B2,86
	B2,87
	B2,88
	B2,89
	B2,90
	B2,91
	B2,92

	B2,93
	B2,94
	B2,95
	B2,96
	B2,97
	B2,98
	B2,99
	B2,100
	B2,101
	B2,102
	0
	0
	0
	0
	0
	0


Figure 14: Source block consisting of 3 source UDP packets of lengths 26, 52 and 103 bytes.

8.2.2.8
MBMS FEC scheme definition

This clause defines a FEC encoding scheme for MBMS forward error correction as defined in Annex B for the streaming delivery method. This scheme is identified by the FEC encoding ID 1. It utilizes the method for forming FEC source block as defined in sub-clause 8.2.2.6. It defines two different FEC Payload ID formats, one for FEC source packets and another for FEC repair packets.
8.2.2.9
Source FEC Payload ID 

The Source FEC payload ID is composed as follows:
	Source Block Number (SBN)
	Encoding Symbol ID (ESI)


Source Block Number (SBN), (16 bits): An integer identifier for the source block that the source data within the packet relates to.

Encoding Symbol ID (ESI), (16 bits): The starting symbol index of the source packet in the source block.
Figure 15: Source FEC Payload ID
The interpretation of the Source Block Number and Encoding Symbol Identifier is defined in Annex B.
8.2.2.10
Repair FEC payload ID

The structure of the Repair FEC Payload ID is as follows:
	Source Block Number (SBN)
	Encoding Symbol ID (ESI)

	Source Block Length (SBL)
	


Source Block Number (SBN), (16 bits): An integer identifier for the source block that the repair symbols within the packet relate to.

Encoding Symbol ID (ESI), (16 bits): integer identifier for the encoding symbols within the packet.

Source Block Length (SBL), (16 bits): The number of source symbols in the source block.
The interpretation of the Source Block Number, Encoding Symbol Identifier and Source Block Length is defined in Annex B.
Figure 16: Repair FEC Payload ID

In case of empty Repair FEC packets, the actual value of ESI is irrelevant and it may take any value between 0X0000 and 0XFFFF.
8.2.2.10a
FEC Object Transmission information

The FEC Object Transmission information shall consist of:

· the maximum source block length, in symbols

· the symbol size, in bytes

The symbol size and maximum source block length shall be encoded into a 4 octet field (Network Byte Order) defined as follows:

	Symbol Size (T)
	Maximum Source Block Length


Symbol Size (T) (16 bits): The size of an encoding symbol, in bytes,

Maximum Source Block Length (16 bits): The maximum length of a source block, in symbols.

The interpretation of T is defined in Annex B.
The Source Block Length signalled within the Repair FEC Payload ID of any packet of a stream shall not exceed the Maximum Source Block Length signalled within the FEC Object Transmission Information for the stream.

The FEC Object Transmission Information shall be communicated as described in sub-clause 8.2.2.14. Note, the FEC Object Transmission Information is only communicated in SDP.
8.2.2.11
Hypothetical FEC Decoder

This clause specifies the hypothetical FEC decoder and its use to check packet stream and MBMS receiver conformance.

The hypothetical FEC decoder uses the packet stream, the transmission time of each packet, the initial buffering delay, and the SDP for the stream as inputs. The packet stream from the beginning of the FEC source block until the end of the stream shall comply with the hypothetical reference decoder as specified below when the initial buffer delay equals to the value of the min-buffer-time parameter.

The maximum buffer size for MBMS streaming is 1 Mbytes. The default hypothetical FEC decoding buffer size is equal to 1 Mbytes.
For the packet stream, the buffer occupancy level of the hypothetical FEC decoding buffer shall not exceed the value of the buf-size parameter, when it is present in the SDP, or the default FEC decoding buffer size, when the buf-size parameter is not present in the SDP. The output of the hypothetical FEC decoder shall comply with the RTP payload and decoding specifications of the media format.

The hypothetical FEC decoder operates as follows:

1)
The hypothetical FEC decoding buffer is initially empty.

2)
Each FEC source packet and FEC repair packet, starting from the first packet in transmission order, is inserted to a FEC source block at its transmission time. The FEC source block generation is done as specified in sub-clause 8.2.2.5. The FEC source block resides in the hypothetical FEC decoding buffer.
3)
When both the last FEC source packet and the last FEC repair packet of an FEC source block are transmitted, any elements of the FEC source block that are not original UDP packets (e.g. FEC repair packets and potential padding bytes) are removed from the hypothetical FEC decoding buffer.
4)
Original UDP packets are not removed from the hypothetical FEC decoding buffer before the signaled initial buffering delay has expired. Then, the first original UDP packet in sequence number order is output and removed from the hypothetical FEC decoding buffer immediately. Each succeeding original UDP packet is output and removed when the following conditions are true:

i.
The following time (in seconds) since the removal of the previous packet has elapsed:


8 ( (size of the previous original UDP packet including UDP/IP header in bytes) / (1 000 ( (value of "b=AS" SDP attribute for the stream))

ii.
All the packets in the same FEC source block as the original UDP packet have been transmitted.
An MBMS client shall be capable of receiving a packet stream that complies with the hypothetical FEC decoder. Furthermore, in the case of RTP packets, when an MBMS client complies with the requirements for the media decoding of the packet stream, it shall be able to de-packetize and decode the packet stream and output decoded data at the correct rate specified by the RTP timestamps of the received packet stream.

8.2.2.12
FEC encoding procedures

FEC encoding shall be performed using the MBMS forward error correction code defined in Annex B.
8.2.2.13
Signalling

The signalling for streaming FEC consists of several components:

· If several user services are bundled together they are indicated as a sequence of services in the User Service Bundle Description. See sub-clause 11.2

· A separate SDP describing the FEC repair stream and all the flow Ids. Referenced from the User Service Bundle Description. See sub-clauses 11.2 and 8.2.2.14

· SDP protocol identifiers and attributes to indicate the usage of the source packet format, how the FEC payload ID is configured and other FEC parameters such as minimal buffering delay, for the RTP/RTCP streams. See sub-clause 8.2.2.13a

· Security description extensions to indicate usage of FEC source packet format, and the FEC parameters. See sub-clauses 11.3 and 8.2.2.13a.

 The user service description contains either a single service or several bundled services. All of the streaming delivery methods and security descriptions that are present within the bundleDescription element must be considered when configuring the FEC operations. This includes RTP, RTCP and MIKEY flows. A receiver intending to perform FEC decoding to cover for packet losses shall receive all the flows that are indicated to be sent as FEC source packets, even if the flows are in a service currently not played out. A receiver intending to use FEC shall also receive the FEC repair stream as described by the FEC Repair Stream Description. The delivery method’s session description, and the security description both carry the FEC source packet configuration information: FEC encoding ID, FEC instance ID, and FEC OTI information. The FEC repair packet stream is configured using the similar methods as for the source packets, with the addition of the Flow ID information and buffer delay parameter. 

8.2.2.13a
SDP for FEC source packet streams

To indicate the presence of the FEC layer between IP/UDP and, RTP or SRTP a SDP protocol identifier is used. Instead of the normal RTP/AVP and RTP/SAVP protocol identifiers, UDP/MBMS-FEC/RTP/AVP’ and ‘UDP/MBMS-FEC/RTP/SAVP’ are defined respectively. Both these protocol identifiers shall use the FMT space rules that are used for RTP/AVP and RTP/SAVP respectively, i.e. payload types used in the RTP session is listed. The protocol identifiers are defined in Appendix C1.

The FEC parameters, FEC encoding ID, FEC instance ID and FEC-OTI-Extension information are signalled using the mechanism defined in sub-clause 8.3.1.8. The “a=FEC” SDP attribute shall be used to indicate the single definition that is used for each media component.

For MIKEY messages the service protection description is used to indicate when FEC source packet shall be used, see sub-clause 11.3. The FEC parameter used is also defined in the service protection description. As all MIKEY packets from all user services arrive on the same port, the receiver must use the destination address to separate FEC protected packets from not FEC protected packets. This requires that all MIKEY packets sent to a specific destination address are either FEC protected or not. Note that it is not possible to mix protected and non-protected packets within a single stream as there is no mechanism to determine whether they are protected or not. 
8.2.2.14
SDP for FEC repair packet streams
The repair packet stream is indicated in SDP using a media block with the protocol identifier “UDP/MBMS-REPAIR”. The media type shall be “application”. The FEC parameters, FEC encoding ID, FEC instance ID, FEC-OTI-Extension information and repair parameters (min-buffer-time) are signalled using the mechanisms defined in 8.3.1.9. A single FEC declaration shall be indicated using the “a=FEC” attribute. 

The mapping of the FEC source block flow ID (see sub-clause 8.2.2.6) to the destination IP address and UDP port are done using the SDP attribute “a=mbms-flowid” defined in sub-clause 8.3.1.9.

8.2.2.15
Signalling example for FEC

This sub-clause contains a complete signalling example for a MBMS multicast mode session using FEC with a Service description, a SDP for the streaming delivery method, a SDP for the FEC repair stream, and a security description. 

The top element is the security description that 

<?xml version="1.0" encoding="UTF-8"?>

<bundleDescription

xmlns="urn:3GPP:metadata:2005:MBMS:userServiceDescription"

xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"


fecDescriptionURI="http://www.example.com/3gpp/mbms/session1-fec.sdp">


<userServiceDescription


serviceId="urn:3gpp:0010120123hotdog">



<deliveryMethod




sessionDescriptionURI="http://www.example.com/3gpp/mbms/session1.sdp"





protectionDescriptionURI="http://www.example.com/3gpp/mbms/sec-descript"/>


</userServiceDescription>


</bundleDescription>

The security description has the URI: http://www.example.com/3gpp/mbms/sec-descript 

<?xml version="1.0" encoding="UTF-8"?>

<securityDescription 


xmlns="urn:3GPP:metadata:2005:MBMS:securityDescription" 


xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"


confidentialityProtection="true" 


integrityProtection="true" 


uiccKeyManagement="true"


<keyManagement



waitTime="5"



maxBackOff="10">



<serverURI>http://register.example.com/</serverURI>



<serverURI>http://register2.example.com/</serverURI>


</keyManagement>


<keyId>



<mediaFlow flowID="FF1E:03AD::7F2E:172A:1E24/4002">




<MSK>





<keyDomainID>aMoM</keyDomainID>





<MSKID>aMoAAA==</MSKID>




</MSK>



</mediaFlow>



<mediaFlow flowID="FF1E:03AD::7F2E:172A:1E24/4004" srtpAuthenticationTagLength="4">




<MSK>





<keyDomainID>GM8M</keyDomainID>





<MSKID>aMkAAA==</MSKID>




</MSK>



</mediaFlow>


</keyId>


<fecProtection



fecEncodingId="1"/>

</securityDescription>

An example of how the SDP http://www.example.com/3gpp/mbms/session1.sdp could look for a session containing two media streams that are FEC protected. In this example we have assumed an audiovisual stream, using 56 kbps for video and 12 kbps for audio. In addition another 300 bits/second of RTCP packets from the source is used for the each of the sessions. Hence, the total media session bandwidth is 56+12+0.3+0.3 = 68.6 kbps. 

v=0
o=ghost 2890844526 2890842807 IN IP4 2001:210:1:2:240:96FF:FE25:8EC9
s=3GPP MBMS Streaming SDP Example
i=Example of MBMS streaming SDP file
u=http://www.infoserver.example.com/ae600
e=ghost@mailserver.example.com
c=IN IP6 FF1E:03AD::7F2E:172A:1E24
t=3034423619 3042462419

b=AS:62

b=TIAS: 60500

a=maxprate: 25

a=source-filter: incl IN IP6 * 2001:210:1:2:240:96FF:FE25:8EC9

a=FEC-declaration:0 encoding-id=1; instance-id=0

m=video 4002 UDP/MBMS-FEC/RTP/AVP 96

b=TIAS:55000
b=RR:0

b=RS:300

a=rtpmap:96 H263-2000/90000
a=fmtp:96 profile=3;level=10
a=framesize:96 176-144
a=FEC:0

a=maxprate:15

m=audio 4004 UDP/MBMS-FEC/RTP/AVP 98

b=TIAS: 11500

b=RR:0

b=RS:300

a=rtpmap:98 AMR/8000

a=fmtp:98 octet-align=1
a=FEC:0

a=maxprate:10
The FEC stream used to protect the above RTP sessions and a MIKEY key stream has the below SDP (http://www.example.com/3gpp/mbms/session1-fec.sdp):

v=0
o=ghost 2890844526 2890842807 IN IP6 2001:210:1:2:240:96FF:FE25:8EC9
s=3GPP MBMS Streaming FEC SDP Example
i=Example of MBMS streaming SDP file
u=http://www.infoserver.example.com/ae600
e=ghost@mailserver.example.com
c=IN IP6 FF1E:03AD::7F2E:172A:1E24
t=3034423619 3042462419

b=AS:15

a=FEC-declaration:0 encoding-id=1

a=FEC-OTI-extension:0 ACAEAA==
a=mbms-repair: 0 min-buffer-time=2600

a=source-filter: incl IN IP6 * 2001:210:1:2:240:96FF:FE25:8EC9

m=application 4006 UDP/MBMS-REPAIR *

b=AS:15

a=FEC:0 

a=mbms-flowid: 1=FF1E:03AD::7F2E:172A:1E24/4002, 2=FF1E:03AD::7F2E:172A:1E24/4003, 3=FF1E:03AD::7F2E:172A:1E24/4004, 4=FF1E:03AD::7F2E:172A:1E24/4005, 5=FF1E:03AD::7F2E:172A:1E24/2269

8.3
Session description

SDP is provided to the MBMS client via a discovery/announcement procedure to describe the streaming delivery session. The SDP describes one or more RTP session part of the MBMS streaming session. The SDP shall be a correctly formed SDP according to [14].

8.3.1
SDP Parameters for MBMS streaming session

The semantics of a Session Description of an MBMS streaming session shall include the parameters:

· The sender IP address.
· The number of media in the session.
· The destination IP address and port number for each and all of the RTP sessions in the MBMS streaming session.
· The start time and end time of the session.
· The protocol ID (i.e. RTP/AVP).
· Media type(s) and fmt-list.
· Data rate using existing SDP bandwidth modifiers.
· Mode of MBMS bearer per media.
· FEC configuration and related parameters.
· Service-language(s) per media.
· QoE Metrics (defined in sub-clauses 8.3.2.1 and 8.4).

8.3.1.1
Sender IP address

There shall be exactly one IP source address per media description within the SDP. The IP source address shall be defined according to the source-filter attribute ("a=source-filter:") [15] for both IPv4 and IPv6 sources, with the following exceptions:

1.
Exactly one source address may be specified by this attribute such that exclusive-mode shall not be used and inclusive-mode shall use exactly one source address in the <src-list>.
2.
There shall be exactly one source-filter attribute per complete MBMS streaming session SDP description, and this shall be in the session part of the session description (i.e. not per media).
3.
The * value shall be used for the <dest-address> subfield.
8.3.1.2
Destination IP address and port number for channels

Each RTP session part of a MBMS streaming session is defined by two parameters:
· IP destination address.
· Destination port number(s).

The IP destination address shall be defined according to the "connection data" field ("c=") of [14]. The destination port number shall be defined according to the <port> sub-field of the media announcement field ("m=") of [14]. Multiple ports using "/" notation shall not be used. The RTCP port, if used, shall be RTP port +1.
8.3.1.3
Media Description

The media description line shall be used as defined in [14] for RTP. The <media> part indicates the type of media, audio, video, or text. The usage of RTP and any applicable RTP profile shall be indicated by using the <proto> field of the 'm-line'. The one or more payload types that are being used in this RTP session are enumerated in the <fmt> part. Each payload type is declared using the "a=rtpmap" attribute according to [14] and use the "a=fmtp" line when required to describe the payload format parameters.

8.3.1.4
Session Timing Parameters

A MBMS streaming session start and end times shall be defined according to the SDP timing field ("t=") - [14].

8.3.1.5
Mode of MBMS bearer per media

The MBMS bearer mode declaration attribute shall be used for MBMS streaming sessions, as defined in sub-clause 7.3.2.7.

8.3.1.6
Service-language(s) per media

The existing SDP attribute "a=lang" is used to label the language of any language-specific media. The values are taken from [73] which in turn takes language and (optionally) country tags from ISO 639 [74] and ISO 3166 [75] (e.g. "a=lang:EN-US"). These are the same tags used in the User Service Description XML.
8.3.1.7
Bandwidth specification

The bit-rate required by the MBMS streaming session and its media components shall be specified using both the "AS" bandwidth modifier and the "TIAS" bandwidth modifier combined with "a=maxprate" [31] on media level in the SDP. On session level the "TIAS" bandwidth modifier combined with "a=maxprate" may be used. Where the session level expresses the aggregated peak bit-rate, which may be lower than the sum of the individual media streams.
The bandwidth required for RTCP is specified by the "RR" and "RS" bandwidth modifiers (3GPP TS 26244 [32]) on media level for each RTP session. The "RR" modifier shall be included and set to 0 to specify that RTCP receiver reports are not used. The bandwidth used for RTCP sender reports shall be specified using the "RS" bandwidth modifier.
8.3.1.8
FEC Parameters

The FEC encoding ID and instance ID is provided using the "a=FEC-declaration" attribute defined in sub-clause 7.3.2.8. Any OTI information for that FEC encoding ID and instance ID is provided with below defined FEC OTI attribute.

The FEC OTI attribute must be immediately preceded by the "a=FEC-declaration" attribute (and so can be session-level and media-level). The fec-ref maps the oti-extension to the FEC-declaration OTI it extends. The purpose of the oti-extension is to define FEC code specific OTI required for RTP receiver FEC payload configuration, exact contents are FEC code specific and need to be specified by each FEC code using this attribute. The OTI for the MBMS FEC Scheme is defined in sub-clause 8.2.2.10a.
The syntax for the attributes in [23] is:

· sdp-fec-oti-extension-line = "a=FEC-OTI-extension:" fec-ref SP oti-extension CRLF

· fec-ref = 1*3DIGIT (the SDP-internal identifier for the associated FEC-declaration).

· oti-extension
=
base64

· base64
=
*base64-unit [base64-pad]

· base64-unit
=
4base64-char

· base64-pad
=
2base64-char "==" / 3base64-char "="

· base64-char
=
ALPHA / DIGIT / "+" / "/"
To provide the FEC repair packets with additional, non FEC specific parameters, a session and media level SDP attribute is defined. 

sdp-fec-parameter-line = “a=mbms-repair: 0*1SP fec-ref  SP parameter-list CRLF

parameter-list = parameter-spec *(1*SP parameter-spec)

parameter-spec = name “=” value;

name = 1*(ALPHA / DIGIT / “-”)

value = 1*(safe) ; safe defined in [14]
Currently one FEC non code-specific parameter is defined:

min-buffer-time: This FEC buffering parameter specifies the minimum receiver buffer time (delay) needed to ensure that FEC repair has time to happen regardless of the FEC source block of the stream from which the reception starts. The value is in milliseconds and represents the wallclock time between the reception of the first FEC source or repair packet of a FEC source block, whichever is earlier in transmission order, and the wallclock time when media decoding can safely start.

The parameters name and value is defined in ABNF as follows:

Min-buffer-time-parameter-name = “min-buffer-time”

Min-buffer-time-parameter-value = 1*8DIGIT ;Wallclock time in milliseconds.
The FEC declaration and FEC OTI information utilized in a specific source or repair packet is indicated using the FEC-ref number in the a=fec lines as described in sub-clauses 8.2.2.12 and 8.2.2.13.

8.3.1.9
FEC Flow ID attribute

To indicate the mapping between destination IP address and UDP port number and FEC source block flow IDs, the “a=mbms-flowid” SDP attribute is defined. Each flowID that may be used in source block within the bundled sessions shall be included. It is a media level attribute that shall be present in any SDP media block using the “UDP/MBMS-REPAIR” protocol identifier. 

The syntax for the attributes in ABNF [23] is:


Sdp-mbms-flowid-attr = "a=mbms-flowid:" *WSP flow-id-spec *("," *WSP flow-id-spec) CRLF


flow-id-spec = flowID "=" address-spec "/" port-spec

address-spec  =   IP4-multicast / IP6-multicast

IP4-multicast =  m1 3*( "." decimal-uchar )      

m1 =                   ("22" ("4"/"5"/"6"/"7"/"8"/"9")) / ("23" DIGIT ))

IP6-multicast =  hexpart

hexpart =           hexseq / hexseq "::" [ hexseq ] /

                                "::" [ hexseq ]

hexseq  =          hex4 *( ":" hex4)

hex4    =           1*4HEXDIG


port-spec
= 1*5DIGIT

8.3.1.10
Buffer Requirement Signaling

Due to the variable bitrate nature of some media streams (especially video streams), initial buffering at the receiver becomes necessary to smooth out those variations. The initial buffering delay SHOULD be signaled to the receiver in the SDP using the following media level attribute:

· "a=X-initpredecbufperiod:<initial pre-decoder buffering period>"
For H.263 video streams, the “X-initpredecbufperiod” indicates the required initial pre-decoder buffering period specified according to Annex G of 3GPP TS 26.234 [47].
For H.264 video streams, the “X-initpredecbufperiod” indicates the nominal removal time of the first access unit from the coded picture buffer (CPB). 

Note that X-initpredecbufperiod is expressed as clock ticks of a 90-kHz clock. Hence, conversion may be required if the RTP timestamp clock frequency is not 90 kHz.
8.3.2
SDP Example for Streaming Session

Here is a full example of SDP description describing the media streams part of a streaming delivery session:

v=0
o=ghost 2890844526 2890842807 IN IP4 192.168.10.10
s=3GPP MBMS Streaming SDP Example
i=Example of MBMS streaming SDP file
u=http://www.infoserver.example.com/ae600
e=ghost@mailserver.example.com
c=IN IP6 FF1E:03AD::7F2E:172A:1E24
t=3034423619 3042462419

b=AS:77

a=mbms-mode:broadcast 1234 1
a=source-filter: incl IN IP6 * 2001:210:1:2:240:96FF:FE25:8EC9

a=FEC-declaration:0 encoding-id=1

m=video 4002 RTP/AVP 96

b=TIAS:62000

b=RR:0

b=RS:600

a=maxprate:17

a=rtpmap:96 H264/90000
a=fmtp:96 profile-level-id=42A01E; packetization-mode=1; sprop-parameter-sets=Z0IACpZTBYmI,aMljiA==
m=audio 4004 RTP/AVP 98

b=TIAS:15120

b=RR:0

b=RS:600

a=maxprate:10

a=rtpmap:98 AMR/8000

a=fmtp:98 octet-align=1

FEC is not used in that example. See clause 8.2.2.15 for an example with FEC.

8.3.2.1
SDP Description for QoE Metrics

Similar as in 3GPP TS 26.234 [47], an SDP attribute for QoE, which can be used either at session or media level, is defined below in [23] based on [14]:

· QoE-Metrics-line
= "a" "=" "3GPP-QoE-Metrics:" att-measure-spec *("," att-measure-spec)) CRLF

· att-measure-spec
= Metrics ";" Sending-rate [";" Measure-Range] 
                                     [";" Measure-Resolution] *([";" Parameter-Ext])
· Metrics
= "metrics" "=" "{"Metrics-Name *("|" Metrics-Name) " }"

· Metrics-Name
= 1*((0x21..0x2b) / (0x2d..0x3a) / (0x3c..0x7a) / 0x7e) ;VCHAR except ";", ",", "{" 
or "}"
· Sending-Rate
= "rate" "=" 1*DIGIT / "End"
· Measure-Resolution
= "resolution" "=" 1*DIGIT ; in seconds
· Measure-Range
= "range" ":" Ranges-Specifier

· Parameter-Ext
= (1*DIGIT ["." 1*DIGIT]) / (1*((0x21..0x2b) / (0x2d..0x3a) / (0x3c..0x7a) / 0x7c / 0x7e)) 

· Ranges-Specifier
= as defined in RFC 2326 [76].

An MBMS server uses this attribute to indicate that QoE metrics are supported and shall be used if also supported by the MBMS client.  When present at session level, it shall only contain metrics that apply to the complete session. When present at media level, it shall only contain metrics that are applicable to individual media.

The "Metrics" field contains the list of names that describes the metrics/measurements that are required to be reported in a MBMS session (see sub-clause 8.4). The names that are not included in the "Metrics" field shall not be reported during the session.
In this version of the specification, the "Sending-Rate" shall be set to the value "End", which indicates that only one report is sent at the end of the MBMS session.

The optional "Measure-Resolution" field, if used, shall define a time over which each metrics value is calculated. The "Measure-Resolution" field splits the session duration into a number of equally sized periods where each period is of the length specified by the "Measure-Resolution" field. The "Measure-Resolution" field is thus defining the time before the calculation of a QoE parameter starts over. If the "Measure-Resolution" field is not present the metrics resolution shall cover the period specified by the "Measure-Range" field. If  the "Measure-Range" field is not present the metrics resolution shall be the whole session duration. 

The "Measure-Resolution" field shall take only one value for all session level metrics and only one value for all metrics associated to one media.
The optional "Measure-Range" field, if used, shall define the time range in the stream for which the QoE metrics will be reported. There shall be only one range per measurement specification. The range format shall be any of the formats allowed by the media. If the "Measure-Range" field is not present, the corresponding (media or session level) range attribute in SDP shall be used. If SDP information is not present, the metrics range shall be the whole session duration.

8.4
Quality of Experience

8.4.1
General

The MBMS Quality of Experience (QoE) metrics feature is optional for both MBMS streaming server and MBMS client, and shall not disturb the MBMS service. An MBMS Server that supports the QoE metrics feature shall activate the gathering of client QoE metrics with SDP as described in sub-clauses 8.3.2.1 and 8.4.2 and via the reception reporting procedure as described in sub-clause 9.4. An MBMS client supporting the feature shall perform the quality measurements in accordance to the measurement definitions, aggregate them into client QoE metrics and report the metrics to the MBMS server using the content reception reporting procedure. The way the QoE metrics are processed and made available is out of the scope of the present document.

8.4.2
QoE Metrics

An MBMS client should measure the metrics at the transport layer after FEC decoding (if FEC is used), but may also do it at the application layer for better accuracy.
The reporting period for the metrics is the whole streaming duration and the measurement resolution of each reported metrics value is defined by the "Measure-Resolution" field in the SDP. The reporting period may be less than the session duration, because of late joiners or early leavers. The reporting period shall not include any voluntary event that impacts the actual play, such as pause, or any buffering or freezes/gaps caused by them.
The following metrics shall be derived by the MBMS client implementing QoE. All the metrics defined below are only applicable to at least one of audio, video, speech and timed text media types, and are not applicable to other media types such as synthetic audio, still images, bitmap graphics, vector graphics, and text. Any unknown metrics shall be ignored by the client and not included in any QoE report. Among the QoE metrics, corruption duration, successive loss of RTP packets, frame-rate deviation and jitter duration are of media level, whereas initial buffering duration, rebuffering duration and content access/switch time are of session level.

8.4.2.1
Corruption duration metric

Corruption duration, M, is the time period from the NPT time of the last good frame before the corruption, to the NPT time of the first subsequent good frame or the end of the reporting period (whichever is sooner). A corrupted frame may either be an entirely lost frame, or a media frame that has quality degradation and the decoded frame is not the same as in error-free decoding. A good frame is a "completely received" frame X that, either:
· it is a refresh frame (does not reference any previously decoded frames AND where none of the subsequently decoded frames reference any frames decoded prior to X); or
· does not reference any previously decoded frames; or
· references previously decoded "good frames".

"Completely received" means that all the bits are received and no bit error has occurred.
Corruption duration, M, in milliseconds can be calculated as below:

a)
M can be derived by the client using the codec layer, in which case the codec layer signals the decoding of a good frame to the client. A good frame could also be derived by error tracking methods, but decoding quality evaluation methods shall not be used.

b)
In the absence of information from the codec layer, M should be derived from the NPT time of the last frame before the corruption and N, where N is optionally signalled from MBMS streaming server (via SDP) to the MBMS client and represents the maximum duration between two subsequent refresh frames in milliseconds.
c)
In the absence of information from the codec layer and if N is not signalled, then M defaults to ( (for video) or to one frame duration (for audio), or the end of the reporting period (whichever is sooner).
The optional parameter N as defined in point b is used with the "Corruption_Duration" parameter. Another optional parameter T is defined to indicate whether the client uses error tracking or not. The value of T shall be set by the client via reception reporting (sub-clause 9.5.3) as on or off. The syntax for N to be included in the "att-measure-spec" (sub-clause 8.3.2.1) is as follows:
· N = "N" "=" 1*DIGIT

In MBMS reception reporting will be done only once at the end of streaming, hence all the occurred corruption durations are summed up over each resolution period of the stream and stored in the vector TotalCorruptionDuration. The unit of this metrics is expressed in milliseconds. For each resolution duration the number of individual corruption events are summed up and stored in the vector NumberOfCorruptionEvents. These two vectors are reported by the MBMS client as part of the reception report (sub-clauses 9.4.6 and 9.5.3).

8.4.2.2
Rebuffering duration metric

Rebuffering is defined as any stall in playback time due to any involuntary event at the client side.
The syntax for the metric "Rebuffering_Duration" for the QoE-Feedback header is as defined in sub-clause 8.3.2.1.
Rebuffering starts at the NPT time of the last played frame before the occurrence of the rebuffering.
In MBMS reception reporting will be done only once at the end of streaming, hence all the occurred rebuffering durations are summed up over each resolution period of the stream and stored in the vector TotalRebufferingDuration. The unit of this metrics is expressed in seconds, and can be a fractional value. The number of individual rebuffering events for each resolution duration are summed up and stored in the vector NumberOfRebufferingEvents. These two vectors are reported by the MBMS client as part of the reception report (sub-clauses 9.4.6 and 9.5.3).

8.4.2.3
Initial buffering duration metric

Initial buffering duration is the time from receiving the first RTP packet until playing starts.

The syntax for the "Initial_Buffering_Duration" is as defined in sub-clause 8.3.2.1.
The metric value indicates the initial buffering duration where the unit of this metrics is expressed in seconds, and can be a fractional value. There can be only one measure and it can only take one value. "Initial_Buffering_Duration" is a session level parameter.This value is reported by the MBMS client as part of the reception report (sub-clauses 9.4.6 and 9.5.3).

8.4.2.4
Successive loss of RTP packets

The metric "Successive_Loss" indicates the number of RTP packets lost in succession (excluding FEC packets) per media channel.
The syntax for the metrics "Successive_Loss" is as defined in sub-clause 8.3.2.1.

In MBMS reception reporting will be done only once at the end of streaming, hence all the number of successively lost RTP packets are summed up over each resolution period of the stream and stored in the vector TotalNumberofSuccessivePacketLoss. The unit of this metric is expressed as an integer equal to or larger than 0. The number of individual successive packet loss events over each resolution duration are summed up and stored in the vector NumberOfSuccessiveLossEvents. The number of received packets is also summed up over each resolution duration and stored in the vector NumberOfReceivedPackets. These three vectors are reported by the MBMS client as part of the reception report (sub-clauses 9.4.6 and 9.5.3).

8.4.2.5
Frame rate deviation

Frame rate deviation indicates the playback frame rate information. Frame rate deviation happens when the actual playback frame rate during a reporting period is deviated from a pre-defined value.
The actual playback frame rate is equal to the number of frames played during the resolution period divided by the time duration, in seconds, of the actual measurement. For the last measurement period in the session this time duration might be shorter than the configured measurement resolution (see 8.3.2.1 for the definition of the measurement resolution).

The parameter FR that denotes the pre-defined frame rate value is used with the "Framerate_Deviation" parameter in the "3GPP-QoE-Metrics" attribute. The value of FR shall be set by the server. The syntax for FR to be included in the "att-measure-spec" (sub-clause 8.3.2.1) is as follows:

· FR = "FR" "=" 1*DIGIT "." 1*DIGIT

The syntax for the metric "Framerate_Deviation" is defined in sub-clause 8.3.2.1.
For the Metrics-Name "Framerate_Deviation",  the value field indicates the frame rate deviation value that is equal to the pre-defined frame rate minus the actual playback frame rate. This metric is expressed in frames per second, and can be a fractional value, and can be negative. The frame rate deviations for each resolution period are stored in a vector and the vector is reported by the MBMS client as part of the reception report (sub-clauses 9.4.6 and 9.5.3).

8.4.2.6
Jitter duration

Jitter happens when the absolute difference between the actual playback time and the expected playback time is larger than a pre-defined value, which is 100 milliseconds. The expected time of a frame is equal to the actual playback time of the last played frame plus the difference between the NPT time of the frame and the NPT time of the last played frame.

The syntax for the metric "Jitter_Duration" is defined in sub-clause 8.3.2.1.

In MBMS reception reporting will be done only once at the end of streaming, hence all the Jitter_Durations are summed up over each resolution duration and stored in the vector TotalJitterDuration. The unit of this metrics is expressed in seconds, and can be a fractional value. The number of individual events over the resolution duration are summed up and stored in the vector NumberOfJitterEvents. These two vectors are reported by the MBMS client as part of the reception report (sub-clauses 9.4.6 and 9.5.3).
8.4.2.7
Content Access/Switch Time

Content access/switch time is the time that elapses between the initiation of a content request/switch by the user and up to the time when the first packet of the content or media stream is received.

The syntax for the metric "Content_Access_Time" is defined in sub-clause 8.3.2.1.

The metric value indicates the content access/switch time and the unit of this metrics is expressed in seconds, and can be a fractional value. There can be only one measure and it can only take one value. "Content_Access_Time" is a session level parameter. This value is reported by the MBMS client as part of the reception report (sub-clauses 9.4.6 and 9.5.3). 
8.4.3
Example metrics initiation with SDP

This following example shows the syntax of the SDP attribute for QoE metrics. The session level QoE metrics description (Initial buffering duration and rebufferings) are to be monitored and reported only once at the end of the session. Also video specific description of metrics (corruptions) are to be monitored and reported at the end from the beginning of the stream until the time 40s. Finally, audio specific description of metrics (corruptions) is to be monitored with a measurement resolution of 10s and reported at the end of the stream.

SDP example:
v=0
o=- 3268077682 433392265 IN IP4 63.108.142.6
s=QoE Enabled Session Description Example
e=support@foo.com
c=IN IP4 0.0.0.0
t=0 0
a=range:npt=0-83.660000
a=3GPP-QoE-Metrics:{Initial_Buffering_Duration|Rebuffering_Duration};rate=End
a=control:*
m=video 0 RTP/AVP 96
b=AS:28
a=3GPP-QoE-Metrics:{Corruption_Duration};rate=End;range:npt=0-40
a=control:trackID=3
a=rtpmap:96 MP4V-ES/1000
a=range:npt=0-83.666000
a=fmtp:96profile-level-id=8;config=000001b008000001b50900012000
m=audio 0 RTP/AVP 98
b=AS:13
a=3GPP-QoE-Metrics:{Corruption_Duration};rate=End;resolution=10
a=control:trackID=5
a=rtpmap:98 AMR/8000
a=range:npt=0-83.660000
a=fmtp:98 octet-align=1
a=maxptime:200
8.5
Using MBMS Streaming delivery on Unicast
If the MBMS UE supports MBMS streaming delivery on unicast, then MBMS Streaming shall perform the functions of a PSS client [47] to deliver content when MBMS Bearers are not usable or available and if at least one unicastAccessURI element is available for the delivery method in the MBMS User Service Description. Note, if at least one unicastAccessURI element is available it is presumed that the same content is offered by the PSS server and by MBMS. If more than one unicastAccessURI element is available in the deliveryMethod element, then the UE shall randomly choose one URI to be used for unicast access to the service.

MBMS and PSS define Quality of Experience (QoE) metrics features. The UE shall not mix MBMS and PSS QoE metrics gatherings and/or reports. QoE is negotiated, gathered and reported separately for PSS and MBMS. 

The UE may compare the SSRC values of PSS and MBMS flows. If the UE detects that the same SSRC value is used for PSS and MBMS flows, then the UE should assume that the same wallclock time and same random RTP timestamp offset is used for the flows with the same SSRC value. This gives the UE an advantage for the synchronization onto the flows. The UE does not need to wait for new, flow specific RTCP packets.

The BM-SC and the PSS servers which provide for unicast access to the MBMS service shall be time synchronized. The PSS server and the UE should support UTC clock time format in the “Range” header field as defined in [88].

The UE may request a specific start time of the PSS session by indicating a UTC clock time in the “Range” header field of the PLAY request. The UTC clock time represents the requested streaming start point according to the timeline of the BM-SC. This time may be calculated using the NTP timestamp of the last received RTCP sender reports. Otherwise, the UE may either specify an NPT range using the “now“ value as a start point of the PSS session or it may completely omit the Range header field.

If the PSS server does not support time shifting and the request contains a range indication (other than “now”) then the PSS server shall reply with the actual range that will be played back.  Examples of this are an NPT range header field using “now” or the selected start time in UTC clock time.
A unicastAccessURI element in the deliveryMethod element of the User Service Description may contain an RTSP URI or a reference to an PSS SDP file.
************************************ Next Change ************************************************
Annex B (normative):
FEC encoder specification
This Annex specifies the systematic Raptor forward error correction code and its application to MBMS [7]. Raptor is a fountain code, i.e., as many encoding symbols as needed can be generated by the encoder on-the-fly from the source symbols of a block.  The decoder is able to recover the source block from any set of encoding symbols only slightly more in number than the number of source symbols.

The code described in this document is a Systematic code, that is, the original source symbols are sent unmodified from sender to receiver, as well as a number of repair symbols.

B.1
Definitions, Symbols and Abbreviations

B.1.1
Definitions

For the purposes of this Annex, the following terms and definitions apply.

Source block: a block of K source symbols which are considered together for Raptor encoding purposes.

Source symbol: the smallest unit of data used during the encoding process. All source symbols within a source block have the same size.

Encoding symbol: a symbol that is included in a data packet. The encoding symbols consist of the source symbols and the repair symbols. Repair symbols generated from a source block have the same size as the source symbols of that source block.  

Systematic code: a code in which the source symbols are included as part of the encoding symbols sent for a source block.

Repair symbol:  the encoding symbols sent for a source block that are not the source symbols. The repair symbols are generated based on the source symbols.

Intermediate symbols: symbols generated from the source symbols using an inverse encoding process .  The repair symbols are then generated directly from the intermediate symbols.  The encoding symbols do not include the intermediate symbols, i.e., intermediate symbols are not included in data packets.

Symbol: a unit of data. The size, in bytes, of a symbol is known as the symbol size.

Encoding symbol group: a group of encoding symbols that are sent together, i.e., within the same packet whose relationship to the source symbols can be derived from a single Encoding Symbol ID.

Encoding Symbol ID: information that defines the relationship between the symbols of an encoding symbol group and the source symbols.

Encoding packet: data packets that contain encoding symbols
Sub-block: a source block is sometime broken into sub-blocks, each of which is sufficiently small to be decoded in working memory. For a source block consisting of K source symbols, each sub-block consists of K sub-symbols, each symbol of the source block being composed of one sub-symbol from each sub-block.

Sub-symbol: part of a symbol. Each source symbol is composed of as many sub-symbols as there are sub-blocks in the source block.

Source packet: data packets that contain source symbols.

Repair packet: data packets that contain repair symbols.

B.1.2
Symbols

i, j, x, h, a, b, d, v, m
represent positive integers

ceil(x) 


denotes the smallest positive integer which is greater than or equal to x
choose(i,j)
denotes the number of ways j objects can be chosen from among i objects without repetition

floor(x)

denotes the largest positive integer which is less than or equal to x

i % j


denotes i modulo j

X ^ Y
denotes, for equal-length bit strings X and Y, the bitwise exclusive-or of X and Y

A
denote a symbol alignment parameter. Symbol and sub-symbol sizes are restricted to be multiples of A. 
AT
denotes the transposed matrix of matrix A
A-1  
denotes the inverse matrix of matrix A
K



denotes the number of symbols in a single source block

KMAX


denotes the maximum number of source symbols that can be in a single source block.  Set to 8192.
L



denotes the number of pre-coding symbols for a single source block
S



denotes the number of LDPC symbols for a single source block
H



denotes the number of Half symbols for a single source block

C



denotes an array of intermediate symbols, C[0], C[1], C[2],…, C[L-1]

C’



denotes an array of source symbols, C’[0], C’[1], C’[2],…, C’[K-1] 

X



a non-negative integer value

V0, V1 


two arrays of 4-byte integers, V0[0], V0[1],…, V0[255] and V1[0], V1[1],…, V1[255]

Rand[X, i, m]
a pseudo-random number generator

Deg[v]


a degree generator

LTEnc[K, C ,(d, a, b)]

a LT encoding symbol generator

Trip[K, X]
a triple generator function
G



the number of symbols within an encoding symbol group

N



the number of sub-blocks within a source block

T



the symbol size in bytes.  If the source block is partitioned into sub-blocks, then T = T’∙N.

T’ 
the sub-symbol size, in bytes.  If the source block is not partitioned into sub-blocks then T’ is not relevant.  

F



the file size, for file download, in bytes

I



the sub-block size in bytes

P

for file download, the payload size of each packet, in bytes, that is used in the recommended derivation of the file download transport parameters.  For streaming, the payload size of each repair packet, in bytes, that is used in the recommended derivation of the streaming transport parameters. 

Q
Q = 65521, i.e., Q is the largest prime smaller than 216
Z



the number of source blocks, for file download

J(K)


the systematic index associated with K
G



denotes any generator matrix

IS



denotes the SxS identity matrix

0SxH


denotes the SxH zero matrix 
B.1.3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

ESI
Encoding Symbol ID

LDPC
Low Density Parity Check

LT
Luby Transform

SBN
Source Block Number

SBL
Source Block Length (in units of symbols)

B.2
Overview

The Raptor forward error correction code can be applied to both the MBMS file delivery and MBMS streaming applications described in the main body of this document. Raptor code aspects which are specific to each of these applications are discussed in sub-clauses B.3 and B.4 of this document.

The principle component of the systematic Raptor code is the basic encoder described in sub-clause B.5. First, it is described how to derive values for a set of intermediate symbols from the original source symbols such that knowledge of the intermediate symbols is sufficient to reconstruct the source symbols. Secondly, the encoder produces repair symbols which are each the exclusive OR of a number of the intermediate symbols. The encoding symbols are the combination of the source and repair symbols.  The repair symbols are produced in such a way that the intermediate symbols and therefore also the source symbols can be recovered from any sufficiently large set of encoding symbols.

This document defines the systematic Raptor code encoder. A number of possible decoding algorithms are possible. An efficient decoding algorithm is provided in [91] section 5.5.

The construction of the intermediate and repair symbols is based in part on a pseudo-random number generator described in sub-clause B.5. This generator is based on a fixed set of 512 random numbers which must be available to both sender and receiver. These are provided in sub-clause B.7.

Finally, the construction of the intermediate symbols from the source symbols is governed by a ‘systematic index’, values of which are provided in sub-clause B.6 for source block sizes from 4 source symbols to KMAX  = 8192 source symbols.

B.3
File download
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B.3.1
Example parameters
B.3.1.1
Parameter derivation algorithm

This sub-clause provides recommendations for the derivation of the four transport parameters, A, T, Z and N. This recommendation is based on the following input parameters:

-
F
the file size, in bytes

-
W
a target on the sub-block size, in bytes

-
P
the maximum packet payload size, in bytes, which is assumed to be a multiple of A
-
A
the symbol alignment factor, in bytes

-    KMAX  the maximum number of source symbols per source block.
-
KMIN   a minimum target on the number of symbols per source block

-
GMAX   a maximum target number of symbols per packet
Based on the above inputs, the transport parameters T, Z and N are calculated as follows:

 Let,


G = min{ceil(P ·KMIN/F), P/A, GMAX}




- the approximate number of symbols per packet

T = floor(P/(A·G))·A
Kt = ceil(F/T)










- the total number of symbols in the file


Z = ceil(Kt /KMAX)


N = min{ceil(ceil( Kt/Z)·T/W ), T/A}
The values of G and N derived above should be considered as lower bounds. It may be advantageous to increase these values, for example to the nearest power of two. In particular, the above algorithm does not guarantee that the symbol size, T, divides the maximum packet size, P, and so it may not be possible to use the packets of size exactly P. If, instead, G is chosen to be a value which divides P/A, then the symbol size, T, will be a divisor of P and packets of size P can be used.

Recommended settings for the input parameters, W, A, KMIN  and GMAX are as follows:



W = 256 KB


A = 4


KMIN = 1024


GMAX = 10
B.3.1.2
Examples

The above algorithm leads to transport parameters as shown in Table B.3.4.2-1 below, assuming the recommended values for W, A, KMIN and GMAX and P = 512:

Table B.3.4.2-1
	File size F
	G
	Symbol size T
	G*T
	Kt
	Source blocks Z
	Sub-blocks N
	KL
	KS
	TL ∙A
	TS ∙A

	100 KB
	6
	84
	504
	1,220
	1
	1
	1,220
	1,220
	N/A
	N/A

	100 KB
	8
	64
	512
	1,600
	1
	1
	1,600
	1,600
	N/A
	N/A

	300 KB
	2
	256
	512
	1,200
	1
	2
	1,200
	1,200
	128
	128

	1,000 KB
	1
	512
	512
	2,000
	1
	5
	2,000
	2,000
	104
	100

	3,000 KB
	1
	512
	512
	6,000
	1
	12
	6,000
	6,000
	44
	40

	10,000 KB
	1
	512
	512
	20,000
	3
	14
	6,666
	6,667
	40
	36


B.4
Streaming

B.4.1
Source block construction

A source block is constructed by the transport protocol, for example as defined in this document, making use of the Systematic Raptor Forward Error Correction code.  The symbol size, T, to be used for source block construction and the repair symbol construction are provided by the transport protocol. The parameter T shall be set so that the number of source symbols in any source block is at most KMAX.  

Recommended parameters are presented in sub-clause B.4.4.

B.4.2
Encoding packet construction

As described in sub-clause B.4.3., each repair packet contains the following information:

-
Source Block Number (SBN)

-
Encoding Symbol ID (ESI)

-
Source Block Length (SBL)

-
repair symbol(s)

The number of repair symbols contained within a repair packet is computed from the packet length. The ESI values placed into the repair packets and the repair symbol triples used to generate the repair symbols are computed as described in sub-clause B.3.2.2.

B.4.3
Transport

This sub-clause describes the information exchange between the Raptor encoder/decoder and any transport protocol making use of Raptor forward error correction for streaming.

The Raptor encoder for streaming requires the following information from the transport protocol for each source block:

-
The symbol size, T, in bytes

-
The number of symbols in the source block, K
-
The Source Block Number (SBN)
-
The source symbols to be encoded, K∙T bytes

The Raptor encoder supplies the transport protocol with encoding packet information consisting, for each repair packet, of:

-
Source Block Number (SBN) 

-
Encoding Symbol ID (ESI)

-
Source Block Length (SBL)

-
repair symbol(s)

The transport protocol shall communicate this information transparently to the Raptor decoder.

A suitable transport protocol is defined in this specification.

B.4.4
Example parameters
B.4.4.1
Parameter derivation algorithm

This sub-clause provides recommendations for the derivation of the transport parameter T. This recommendation is based on the following input parameters:

-
B
the maximum source block size, in bytes

-
P
the maximum repair packet payload size, in bytes, which is a multiple of A
-
A
the symbol alignment factor, in bytes

-    KMAX  the maximum number of source symbols per source block.
-
KMIN   a minimum target on the number of symbols per source block

-
GMAX   a maximum target number of symbols per repair packet
A requirement on these inputs is that ceil(B/P) ≤ KMAX.  Based on the above inputs, the transport parameter T is calculated as follows:

 Let,


G = min{ceil(P·KMIN/B), P/A, GMAX}


- the approximate number of symbols per packet

T = floor(P/(A·G))·A
The value of T derived above should be considered as a guide to the actual value of T used. It may be advantageous to ensure that T divides into P, or it may be advantageous to set the value of T smaller to minimize wastage when full size repair symbols are used to recover partial source symbols at the end of lost source packets (as long as the maximum number of source symbols in a source block does not exceed KMAX).  Furthermore, the choice of T may depend on the source packet size distribution, e.g., if all source packets are the same size then it is advantageous to choose T so that the actual payload size of a repair packet P’, where P’ is a multiple of T, is equal to (or as few bytes as possible larger than) the number of bytes each source packet occupies in the source block.

Recommended settings for the input parameters, A, KMIN  and GMAX are as follows:


A = 4


KMIN = 1024


GMAX = 10
B.4.4.2
Examples

The above algorithm leads to transport parameters as shown in Table B.4.4.2-1 below, assuming the recommended values for A, KMIN and GMAX and P = 512:

Table B.4.4.2-1
	Max source block size B
	G
	Symbol size T
	G∙T

	40 KB
	10
	48
	480

	160 KB
	4
	128
	512

	640 KB
	1
	512
	512


B.5
Systematic Raptor encoder

B.5.1
Encoding overview

The systematic Raptor encoder is used to generate repair symbols from a source block that consists of K source symbols. 

Symbols are the fundamental data units of the encoding and decoding process. For each source block (sub-block) all symbols (sub-symbols) are the same size.  The atomic operation performed on symbols (sub-symbols) for both encoding and decoding is the exclusive-or operation.

Let C’[0],…, C’[K-1] denote the K source symbols.

Let C[0],…, C[L-1] denote L intermediate symbols. 

The first step of encoding is to generate a number, L > K, of intermediate symbols from the K source symbols. In this step, K source triples (d[0], a[0], b[0]), …, (d[K-1], a[K-1], b[K-1]) are generated using the Trip[] generator as described in sub-clause B.5.4.4. The K source triples are associated with the K source symbols and are then used to determine the L intermediate symbols C[0],…, C[L-1] from the source symbols using an inverse encoding process. This process can be can be realized by a Raptor decoding process. 

Certain “pre-coding relationships” must hold within the L intermediate symbols. Sub-clause B.5.2 describes these relationships and how the intermediate symbols are generated from the source symbols.

Once the intermediate symbols have been generated, repair symbols are produced and one or more repair symbols are placed as a group into a single data packet. Each repair symbol group is associated with an Encoding Symbol ID (ESI) and a number, G, of encoding symbols.  The ESI is used to generate a triple of three integers, (d, a,  b) for each repair symbol, again using the Trip[] generator as described in sub-clause B.5.4.4. This is done as described in sub-clauses B.3 and B.4 using the generators described in sub-clause B.5.4  .  Then, each (d,a,b)-triple is used to generate the corresponding repair symbol from the intermediate symbols using the LTEnc[K, C[0],…, C[L-1], (d,a,b)] generator described in sub-clause B.5.4.3. 

B.5.2
First encoding step: Intermediate symbol Generation

B.5.2.1
General

The first encoding step is a pre-coding step to generate the L intermediate symbols C[0], …, C[L-1] from the source symbols C’[0], …, C’[K-1]. The intermediate symbols are uniquely defined by two sets of constraints:

1.
The intermediate symbols are related to the source symbols by a set of source symbol triples. The generation of the source symbol triples is defined in sub-clause B.5.2.2 using the the Trip[] generator as described in sub-clause B.5.4.4.

2.
A set of pre-coding relationships hold within the intermediate symbols themselves. These are defined in sub-clause B.5.2.3.

The generation of the L intermediate symbols is then defined in sub-clause 5.2.4.
B.5.2.2
Source symbol triples

Each of the K source symbols is associated with a triple (d[i], a[i], b[i]) for 0 ≤ i < K. The source symbol triples are determined using the Triple generator defined in sub-clause B.5.4.4 as:

For each i, 0 ≤ i < K
(d[i], a[i], b[i])  = Trip[K, i]
B.5.2.3
Pre-coding relationships

The pre-coding relationships amongst the L intermediate symbols are defined by expressing the last L-K intermediate symbols in terms of the first K intermediate symbols.
The last L-K intermediate symbols C[K],…,C[L-1] consist of S LDPC symbols and H Half symbols The values of S and H are determined from K as described below. Then L= K+S+H.

Let 

X 
be the smallest positive integer such that X·(X–1) >=  2·K.

S 
be the smallest prime integer such that S ≥ ceil(0.01·K) + X
H 
be the smallest integer such that choose(H,ceil(H/2)) ≥ K + S
H’
= ceil(H/2)

L 
= K+S+H

C[0],…, C[K-1] denote the first K intermediate symbols 
C[K],…, C[K+S-1] denote the S LDPC symbols, initialised to zero

C[K+S],…, C[L-1] denote the H Half symbols, initialised to zero

  The S LDPC symbols are defined to be the values of  C[K],…, C[K+S-1] at the end of the following process:

For i = 0,…,K-1 do

a = 1 + (floor(i/S) % (S-1)) 

b = i % S
C[K + b] = C[K + b] ^ C[i]

b = (b + a) % S
C[K + b] = C[K + b] ^ C[i]

b = (b + a) % S
C[K + b] = C[K + b] ^ C[i]

The H Half symbols are defined as follows:

Let

g[i] = i ^ (floor(i/2)) for all positive integers i


Note: g[i] is the Gray sequence, in which each element differs from the previous one in a single bit position

g[j,k] denote the jth element, j=0, 1, 2, …, of the subsequence of g[i] whose elements have exactly k non-zero bits in their binary representation

Then, the Half symbols are defined as the values of C[K+S],…, C[L-1] after the following process:

For h = 0,…,H-1 do

For j = 0,…,K+S-1 do

If bit h of g[j,H’] is equal to 1 then C[h+K+S] = C[h+K+S] ^ C[j].

B.5.2.4
Intermediate symbols
B.5.2.4.1
Definition

Given the K source symbols C’[0], C’[1],…, C’[K-1] the L intermediate symbols C[0], C[1],…, C[L-1] are the uniquely defined symbol values that satisfy the following conditions:  

1. The K source symbols C’[0], C’[1],…, C’[K-1] satisfy the K constraints 

C’[i] ≡ LTEnc[K, (C[0],…, C[L-1]), (d[i], a[i], b[i])], for all i, 0 ≤ i < K.

2. The L intermediate symbols C[0], C[1],…, C[L-1] satisfy the pre-coding relationships defined in B.5.2.3.
B.5.2.4.2
Example method for calculation of intermediate symbols

This sub-clause describes a possible method for calculation of the L intermediate symbols C[0], C[1],…, C[L-1] satisfying the constraints in sub-clause B.5.2.4.1

The generator matrix G for a code which generates N output symbols from K input symbols is an NxK matrix over GF(2), where each row corresponds to one of the output symbols and each column to one of the input symbols and where the ith output symbol is equal to the sum of those input symbols whose column contains a non-zero entry in row i.    

Then, the L intermediate symbols can be calculated as follows:

Let

C denote the column vector of the L intermediate symbols, C[0], C[1],…, C[L-1].

D denote the column vector consisting of S+H zero symbols followed by the K source symbols C’[0], C’[1], …, C’[K-1]

Then the above constraints define an LxL matrix over GF(2), A, such that:

A·C = D
The matrix A can be constructed as follows:

Let:

GLDPC be the S x K generator matrix of the LDPC symbols. So,
GLDPC · (C[0], …, C[K-1])T = (C[K], …, C[K+S-1])T
GHalf be the H x (K+S) generator matrix of the Half symbols, So,
GHalf · (C[0], …, C[S+K-1])T = (C[K+S], …, C[K+S+H-1])T
IS be the S x S identity matrix

IH be the H x H identity matrix

0SxH be the S x H zero matrix

GLT be the KxL generator matrix of the encoding symbols generated by the LT Encoder. 

So,

GLT · (C[0], …, C[L-1])T = (C’[0], C’[1],…, C’[K-1] )T
i.e. GLTi,j = 1 if and only if C[j] is included in the symbols which are XORed to produce LTEnc[K, (C[0], …, C[L-1]), (d[i], a[i], b[i])].
Then:

The first S rows of A are equal to GLDPC | IS |ZSxH.

The next H rows of A are equal to GHalf | IH. 

The remaining K rows of A are equal to GLT.

The matrix A is depicted in the figure below:

	
	K
	S
	H

	S
	GLDPC
	IS
	ZSxH

	H
	GHalf
	IH

	K
	GLT


Figure B.5.2.5.2-1: The matrix A
The intermediate symbols can then be calculated as:

C = A-1·D
The source triples are generated such that for any K matrix A has full rank and is therefore invertible. This calculation can be realized by applying a Raptor decoding process to the K source symbols C’[0], C’[1],…, C’[K-1] to produce the L intermediate symbols C[0], C[1],…, C[L-1].

To efficiently generate the intermediate symbols from the source symbols, it is recommended that an efficient decoder implementation such as that described in [91] section 5.5 be used.  The source symbol triples are designed to facilitate efficient decoding of the source symbols using that algorithm.

B.5.3
Second encoding step: LT encoding
In the second encoding step, the repair symbol with ESI X is generated by applying the generator LTEnc[K, (C[0], C[1],…, C[L-1]), (d, a, b)] defined in sub-clause B.5.4 to the L intermediate symbols C[0], C[1],…, C[L-1] using the triple (d, a, b)=Trip[K,X] generated according to sub-clauses B.3.2.2 and B.4.2.

B.5.4
Generators

B.5.4.1
Random Generator

The random number generator Rand[X, i, m] is defined as follows, where X is a non-negative integer, i is a non-negative integer and m is a positive integer and the value produced is an integer between 0 and m-1.    Let V​0​​ and V​1​​ be arrays of 256 entries each, where each entry is a 4-byte unsigned integer. These arrays are provided in sub-clause B.7.
Then,


Rand[X, i, m] = (V​0[(X + i) % 256] ^ V​1[(floor(X/256)+ i) % 256]) % m
B.5.4.2
Degree Generator

The degree generator Deg[v] is defined as follows, where v is an integer that is at least 0 and less than 220 = 1048576.

In Table B.5.4.2-1, find the index j such that f[j-1] ≤ v < f[j]

Deg[v] = d[j]

Table B.5.4.2-1 – Defines the degree distribution for encoding symbols

	Index j 
	f[j]
	d[j] 

	0
	0
	--

	1
	10241
	1

	2
	491582
	2

	3
	712794
	3

	4
	831695
	4

	5
	948446
	10

	6
	1032189
	11

	7
	1048576
	40



B.5.4.3
LT Encoding Symbol Generator

The encoding symbol generator LTEnc[K, (C[0], C[1],…, C[L-1]), (d, a, b)] takes the following inputs:

K is the number of source symbols (or sub-symbols) for the source block (sub-block). Let L be derived from K as described in sub-clause B.5.2, and let L’ be the smallest prime integer greater than or equal to L.


(C[0], C[1],…, C[L-1]) is the array of L intermediate symbols (sub-symbols) generated as described in sub-clause B.5.2 

(d, a, b) is a source triple determined using the Triple generator defined in sub-clause B.5.3.4, whereby
d is an integer denoting an encoding symbol degree

a is an integer between 1 and L’-1 inclusive

b is an integer between 0 and L’-1 inclusive

The encoding symbol generator produces a single encoding symbol as output, according to the following algorithm:

While (b ≥ L) do b = (b + a) % L’
Let result  = C[b].

For j = 1,…,min(d-1,L-1) do

b = (b + a) % L’
While (b ≥ L) do b = (b + a) % L’
result = result ^ C[b]

Return result
B.5.4.4
Triple generator

The triple generator Trip[K,X] takes the following inputs:

K
The number of source symbols

X
An encoding symbol ID

Let

L be determined from K as described in sub-clause B.5.2

L’ be the smallest prime that is greater than or equal to L

Q = 65521, the largest prime smaller than 216.

J(K) be the systematic index associated with K, as defined in sub-clause B.7
The output of the triple generator is a triples, (d, a, b) determined as follows:


1.
A  =  (53591 + J(K)∙997) % Q
2.
B = 10267∙(J(K)+1) % Q
3.
Y = (B + X·A) % Q
4.
v = Rand[Y, 0, 220]

5.
d = Deg[v]

6.
a = 1 + Rand[Y, 1, L’-1]

7.
b = Rand[Y, 2, L’]

B.6
Systematic Indices J(K))

The J(K) indices are defined in [91], clause 5.7



B.7
Random Numbers

The two tables V0  and V1 are defined in  [91], clause 5.6.1 and 5.6.2 respectively





























B.8
VOID

************************************ Next Change ************************************************
Annex E (Void)
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