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1. Introduction
This contribution provides written comments on contribution [1] to help provide a clear understanding of Qualcomm’s position on the items stated in contribution [1].

2. On the “Background”
Contribution [1] states that:

Video encoding is typically left implementation specific in 3GPP (and other groups for that matter).  There are therefore many different implementations with varying complexity and performance.  It is therefore difficult to analyze such signaling end to end as different encoders will react in different ways…  
While we can not analyze based on detailed encoding mechanisms, we can analyze based on understanding the fundamental behavior of video encoders.  Given any codec and its implementation, providing more bandwidth always allows the encoder to achieve better video quality.  

This fundamental relationship allows us to abstract out the detailed differences in the video encoders and focus on what performance (i.e., throughput rate for a particular delay bound) the adaptation mechanisms can achieve.  This is detailed in contribution [8].
Contribution [1] also states that:

On the other hand, the differences between request based and measurement based signaling are independent of these encoding differences… 
However, the request-based and measurement-based signaling methods have different effects on how the encoder can react.  
In measurement-based signaling, the encoder receives all the information and can decide how to adapt from among the different encoding strategies mentioned earlier.  

In request-based signaling, the encoder is requested to follow exactly what the receiver has requested
.  Therefore, the reaction of the encoder is limited to what is actually requested in the signaling.  For example, when using TMMBR, the encoder is required to adapt by changing its maximum encoding rate to the TMMBR value.  The encoder is not given any guidance on how to control its error resiliency, rate control, and other features that are not directly related to the TMMBR rate.
3. On the “Reaction time”
Contribution [1] states that:
The reaction time (i.e. the time it takes from a problem is detected until adaptation can begin) of a rate adaptation algorithm is very important to its performance.  If it takes too long before an encoder is notified about a problem, the delay of the media is already likely to have increased and packets are probably dropped in the network.  The reaction time between measurement based and request based schemes are however very similar if the messages are of similar size.  As request based schemes don’t need to send as much information, adaptation could happen more quickly and with less bandwidth utilization...  
While we agree with the need for fast reaction time, the last statement above is not necessarily true.  Take for example two of the candidate solutions being considered for dynamic rate adaptation signaling:

1. The TMMBR message as defined in [2] & [3] and shown in Figure 1 requires 20 bytes, assuming the smallest format of a non-compound RTCP message is sent and not including the UDP/IP overhead.
2. The APTO_ARR APP packet as proposed in [4] and shown in Figure 2 also requires 20 bytes, assuming the smallest format of a non-compound RTCP message is sent and mpt 
    0                   1                   2                   3

    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |V=2|P|   FMT   |       PT      |          length               |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |                  SSRC of packet sender                        |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |                  SSRC of media source                         |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                              SSRC                             |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   | MxTBR Exp |  MxTBR Mantissa                 |Measured Overhead|

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 1  Message format for TMMBR
 0                   1                   2                   3

 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

|V=2|P| subtype |   PT=APP=204  |             length            |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

|                           SSRC/CSRC                           |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

|                          name (ASCII)                         |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                              SSRC                             |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|   Arrival-to-Playout Offset   |    Average Received Rate      |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 2  Message format for APTO_ARR APP Packet

Furthermore, even if there is a size difference between signaling messages it is important to understand that the effects of these size differences are insignificant under the conditions we are considering.
Insignificant Effect on Transmission Time

For HSPA and LTE, the data rates for transporting media control signaling such as RTCP are so high (maximums easily above 1Mbps) that the differences in transport time of the message sizes we are considering are insignificant.  
For example, if the UE has a 50kbps average data rate available to it for transmission, a difference of 20 octets between message sizes would only make a difference of 3.2ms in transmission delay.  Furthemore, in the packet scheduled systems of HSPA and LTE, the instantaneous data rate when a UE is scheduled for transmission is much higher and the actual delay will be much smaller (e.g, at 1Mbps the difference for sending an additional 20 octets is only 0.160 ms).

Insignificant Effect on Data Rate

For rate adaptation messages, the minimum signaling interval is bounded by the round trip time between the sender and receiver plus some additional allowance for the receiver to process the “adapted” video stream.  Sending messages at any shorter interval than this does not benefit the performance because the receiver is reacting before giving the sender enough time to react to its previous message.
The minimum interval between these messages should be on the order of 500ms.  At this rate, a 20 byte signaling message (e.g., TMMBR and APTO_ARR) consumes only 320bps.  The table below illustrates how insignificant are the differences in bandwidth consumption for different message sizes, including the case where signaling needs to be sent every 250ms.

	Message Size (octets)
	Max bandwidth consumed at minimum 500ms intervals

(kbps)
	Max bandwidth consumed at minimum 250ms intervals

(kbps)

	20
	0.32
	0.64

	40
	0.64
	1.28

	60
	0.96
	1.92


Acknowledgement of Request-Based Signaling
One area where there is some difference in reaction time between the two signaling schemes is the use of an acknowledgements in the request-based signaling.  For example, the TMMBR message as specified in [3] requires that the sender respond to the TMMBR with the TMMBN (notification) acknowledging that the sender has received the TMMBR.
As illustrated Figure 3, when sending video bi-directionally, the TMMBR’s sent in response to video received are sent in the same direction as the TMMBN’s acknowledging reception of TMMBR’s for the video sent (e.g., TMMBR’s for video stream 1 are sent in the same direction as TMMBN’s for video stream 2).  The need to send this additional signaling in both directions can delay the transmission of the messages because of the need to respect the minimum RTCP transmission intervals required by AVPF [2].  For example, after UE 1 sends a TMMBN it has to wait some minimum interval of time (expected >250ms) before sending a TMMBR.
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Figure 3  Transmission of TMMBR and TMMBN messages in bi-directional video session

Contribution [1] also goes on to state that:
Also, in request based schemes new requests only need to be transmitted when the target rate needs to be changed.
The same mechanism can be used and has been proposed for the APTO_ARR message in [4].  The receiver only needs to send the information when it determines that the rate needs to be changed.

4. Efficiency of adaptation

Contribution [1] states that:
Another point which affects the efficiency of an adaptation is how close it can come to the “correct” bitrate.  Sending too high bitrate can result in packet losses and/or delay, too low bitrate means unnecessarily poor quality.  During the transition encoders can choose intermediate bitrates but this is also independent of the type of signaling.  
Encoders do not have as much flexibility to decide on how to react to signaling when request-bases signaling is used.  As explained earlier, if the encoder reaction to a request is not well defined (e.g., allowing it to choose intermediate rates without the receiver’s knowledge) then it makes the performance highly unpredictable because both the encoder and receiver are attempting to enact adaptation without each side knowing the other’s algorithm.  

For example, when the encoder only receives a request to adjust its maximum bit rate from the receiver, it does not know how this request was calculated, nor the state of the receiver.  The sender can not reliably combine the bit rate request information with other information it has locally (e.g., its current encoding rate, knowledge of congestion condition on its uplink, variance of its rate control) to provide a more robust adaptation response.
Furthermore contribution [5] also states that:

When it comes to rate adaptation, this means that many parameters can be changed on top of just the target bitrate.  These include encoding parameters such as framerate but even the use of error resiliency tools.

As explained earlier, note that if the request of adaptation is only requesting a bit rate change (such as TMMBR) then the encoder is limited in what it can change to only the bitrate.  The encoder would not be able to determine how to possibly adjust the use of error resiliency tools based on a bit rate request alone.
Contribution [1] goes on to state that:
With request based adaptation it is clear for an encoder what bitrate to adapt to, no analysis is needed.  An intelligent encoder can however choose to modify encoding settings to achieve best possible quality.

In request-based adaptation, encoders have to follow the request of the encoder. The encoder has to adjust its rate according to what is requested from the receiver so it is limited in what it can modify to achieve the best quality.
Also, in request-based adaptation, it is not clear how the receiver is to determine what to request from the encoder.  Analysis and guidelines are needed to determine how the receiver is to populate any parameters in the request.

Contribution [1] then goes on to state that:
With measurement based adaptation, the encoder gets measurements of some kind and chooses itself what bitrate to adapt to.  Here an encoder can also choose to modify settings during the transition.

The actual video adaptation algorithm may be the same between the methods.  The main difference here is where the decision on the new bitrate is made.  It is our belief that the decoder has best knowledge to make this decision.  For example, measurements sent by the decoder can be incorrectly interpreted by the encoder.  This is mainly due to the fact that the decoder can only send a limited amount of information to the encoder.  In request based adaptation, all information available to the decoder can be used. 

To avoid misinterpretation of measurements from the receiver, we can clearly state how the receiver measures and send the information.  This is what is done for standard RTCP reports and the PSS NADU APP packet used for PSS rate adaptation.
It is also important to note that the receiver does not understand the sender’s current state.  When request-based feedback is given to the sender, the sender does not know how the receiver calculated its request.  The sender is unable to reliably extrapolate this request information from the receiver and combine it with other measured information it has about its local link, its current encoding state and parameters, as well as other measurement information received in RTCP reports.

Contribution [1] then goes on to state that:
Example:

A terminal gets a better downlink.  The network prioritizes voice making it arrive earlier, the video remains unchanged.  Dejittering causes the audio to be played out earlier increasing the “distance” between the audio and video.  To the decoder it is clear that the overall situation is better, packets are on average arriving earlier and the bitrate could be increased.  An encoder on the other hand, given for example only information about this difference could incorrectly make a decision to reduce the bitrate – all it sees is that the distance between audio and video is increasing.  

In the APTO_ARR proposal, the receiver reports back the difference relative to when it wants the video packets to arrive for their proper playout.  It is not required to send back the “distance” between the video and speech arrivals/playout.

So if the receiver determined that video packets were arriving earlier than required it can indicate this (positive) difference to the encoder and allow the encoder to increase its rate.
Also, since voice is given priority over video in the example above, the distance between audio and video increases with increased loading/congestion.  When the loading/congestion decreases then the distance between them decreases so the above scenario would not happen.  It’s the lower priority traffic (video in this case) that benefits when the link and loading conditions improve.
5. On the “Proposal”
We propose to use request based messaging for video rate adaptation.  Our preferred method of do this is by using TMMBR.  An alternative would be to define an Application-defined RTCP (RTCP APP) packet to request a new bitrate when adaptation is needed.
We have discussed the applicability of the TMMBR message to the dynamic video rate adaptation problem in the past (Release 7).  For this release it was determined that TMMBR was not appropriate.  Contribution [7] provides much of the background on this.

While we do not intend to list all the reasons in this contribution we would like to point out that in section 3.5.4.5 in the RFC that defines the TMMBR message [3] it states that:

3.5.4.05.  Use of TMMBR in Point-to-Point Operation

   In use case 7, it is possible to use TMMBR to improve the performance

   when the known upper limit of the bit rate changes.  In this use

   case, the signaling protocol has established an upper limit for the

   session and total media bit rates.  However, at the time of transport

   link bit rate reduction, a receiver can avoid serious congestion by

   sending a TMMBR to the sending side.  Thus, TMMBR is useful for

   putting restrictions on the application and thus placing the

   congestion control mechanism in the right ballpark.  However, TMMBR

   is usually unable to provide the continuously quick feedback loop

   required for real congestion control.  Nor do its semantics match

   those of congestion control given its different purpose.  For these

   reasons, TMMBR SHALL NOT be used as a substitute for congestion

   control.
From the past discussions we have had in 3GPP SA4 on TMMBR we agree with [3] above that there are good reasons not to use TMMBR for rate adaptation in point-to-point scenarios like we have in MTSI.  We believe this would be a misuse of the message and was part of the reason 3GPP SA4 made sure to clarify its use for non-rate adaptation scenarios in the Release 7 specifications of TS 26.114.
6. Conclusion
This contribution has identified disadvantages of request based rate adaptation and in particular, the proposal to use TMMBR.  
The arguments for request-based vs. measurement-based adaptation are not convincing enough to make it the clear choice for SA4.  None of these points actually evaluate how well the signaling mechanism enables rate adaptation under the operating conditions identified in [6].  A proper selection of any request-based proposal requires such a performance evaluation and SA4 should continue to develop a framework to enable this.
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� If the encoder were not to follow the request of the receiver and perform some other types of non-requested adaptation this would make the performance of the signaling and system highly unpredictable.
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