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1 Introduction

The Permanent Document on “Use-cases and Requirements for Extending PSS and MBMS for Optimized Mobile TV” (td S4-080076) was agreed during SA4#47. This contribution outlines a technical solution and proposes further working assumptions.
The contribution is structured as following: First, we give some general design principle. After that, we discuss the usage with the different use cases.  New headers and methods are marked in yellow.
2 Design Principle 
1) The complexity of the new solutions should be limited. 

2) The designed solution should be forward compatible with RTSP 2.0. The solution should consider RTSP 2.0 principle where applicable. Note, RTSP 2.0 will be finalized soon. 
3) The RTSP “Range” header shall be present in the PLAY and PAUSE response and provide the playout time of the stream. In case of live sessions, the range response describes the “virtual position” in the live stream, which is determined by the server. The “virtual position” may be derived from the current time of day. This means, that the server replaces the “now-“ npt time by a own chosen value for instance in the PLAY response for a live session. 
4) The server should indicate the availability of the time shift function to the client. The server should also indicate the recording behaviour (in case of more than one recording behaviour).
5) For broadcast/unicast transitions, the client shall use the “clock” range header. The RTCP sender reports in the broadcast stream provide the wallclock time of the stream. 

3 Example Message Sequences
This section uses the agreed use-cases for the permanent document to present and discuss examples. The PSS server may implement timeshifting in different ways.
1. The server always keeps a timeshift buffer for all provided channel: This is probably the simplest timeshift scenario. However, this also assumes that timeshift buffer of the different channels are frequently used by clients

2. The server starts recording the timeshift buffer as soon as the terminal switches to this channel. 

3. The server starts recording the timeshift buffer as soon as the user presses pause.

In the following, we present examples for the timeshift realization. 

3.1 The “Always Recording” server

Assumption: The server always provides a 2 hour timeshift buffer (timeshift recording sliding window). This has the advantage, that the timeshift buffer can be re-used among all connected clients. An advantage for the clients is that late joining clients may jump back to the start of a program.  Further, clients do need to explicitly request timeshifting.  
The actual timeshift behaviour and the available timeshifted content is already reported with the first PLAY response by the server. 

The SDP file contains a general “timeshift” indication. Details of the SDP file attribute are ffs.

C->S: 
PLAY rtsp://foo/twister RTSP/1.0

       
Seq: 4


Range: npt=now-


Session: 12345678

S->C: 
RTSP/1.0 200 OK


CSeq: 4


Range: npt=12:05:35.3-

Buffer-State: npt=10:05:35.3-12:05:35.3;recording,



maxBuffer=2:00:00;npt

Session: 12345678


RTP-Info: …
Behavior Description: The Client has established a “Live” Streaming Session (here with npt=now-) and the server has replaced the “now-“ npt request by “npt=12:05:35.3-“. Further, the server has characterized the available timeshift buffer. Here the timeshift buffer is limited to 2 hours (maxBuffer=2:00:00;npt) and the RTSP header indicates that the timeshift buffer is already filled with 2 hours content (npt=10:05:35.3-12:05:35.3). The recording of the channel has already started (recording). The recording continues like a sliding window. 
If the client wants to timeshift the live stream, the client sends a PLAY command with a normal play time from the “Buffer-State” range. 

C->S: 
PLAY rtsp://example.com/fizzle/foo RTSP/1.0


CSeq: 835
        
Session: 12345678


Range: npt=11:36:06.3-
S->C: 
RTSP/1.0 200 OK

        
CSeq: 835


Range: npt=11:36:06.3-

Buffer-State: npt=10:08:06.1-12:08:06.9;recording,



maxBuffer=2:00:00;npt
       
Date: 30 Mar 2008 12:08:06 GMT

The above example shows the client requesting a play time form the timeshift buffer. The server has currently buffered from npt=10:08:06.1 to 12:08:06.9 and is continuously recording.
3.2 The “Timeshift starts with Play” Server

Assumption: The server starts the timeshifting as soon as the user Plays the content. The client does not need to send a PAUSE command to get the RTSP session into Timeshift.

C->S: 
PLAY rtsp://foo/twister RTSP/1.0

       
Seq: 4


Range: npt=now-


Session: 12345678

S->C: 
RTSP/1.0 200 OK


CSeq: 4


Range: npt=12:05:35.3-

Buffer-State: npt=12:05:35.3-12:05:35.3;recording,



maxBuffer=2:00:00;npt

Session: 12345678


RTP-Info: …
Behavior Description: The Client has established a “Live” Streaming Session (here with npt=now-) and the server has replaced the “now-“ npt request by “npt=12:05:35.3-“. Further, the server has characterized the available timeshift buffer. The timeshift buffer is limited to 2 hours (maxBuffer=2:00:00;npt) and the recording of the channel as already started (recording). However, the timeshift buffer is still empty (npt=12:05:35.3-12:05:35.3). The buffer will be filled up until 2 hours timeshift content is available. After that, the server keeps 2 hours timeshifted content. 
This example contains some complexity. The terminal must differentiate between “timeshift buffer not completely full” (less than 2 hours of timeshift content is available) and the “timeshift buffer is full” (2 hours of timeshift is possible). 

The server may share the timeshift buffer of different users. However, this may cause a not linear increase of the timeshift buffer and the need for specific “timeshift buffer fill state indications”.  
3.3 The “Timeshift on Pause” Server

Assumption: The server starts timeshift only “on pause”. For instance, the server offers a huge amount of live content feeds and cannot timeshift all simultaneously. There is also not sufficient interest from client side.
Pre-Condition: The client has fetched the SDP file for the live session. The SDP file may indicate general timeshift function availability (SDP file handling is ffs). 

C->S: 
PLAY rtsp://foo/twister RTSP/1.0

       
Seq: 4


Range: npt=now-


Session: 12345678

S->C: 
RTSP/1.0 200 OK


CSeq: 4


Range: npt=12:05:35.3-

Buffer-State:
maxBuffer=2:00:00;npt; on-pause

Session: 12345678


RTP-Info: …
Behavior Description: The Client has established a “Live” Streaming Session (here with “npt=now-“) and the server has replaced the “now-“ npt request by “npt=12:05:35.3-“. Further, the server has characterized the available timeshift buffer. Here the time shift buffer is limited to 2 hours. The server starts the timeshift recording when the server receives a Pause command from a client (indicated by “on-pause”).
If the client issues the pause command, the timeshift mode will be entered. The server starts recording when the PAUSE command is received.

C->S: 
PAUSE rtsp://example.com/fizzle/foo RTSP/1.0


CSeq: 834

        
Session: 12345678

S->C: 
RTSP/1.0 200 OK

        
CSeq: 834


Range: npt=12:36:06.3-

Buffer-State: npt=12:36:0.1-12:36:06.9;recording,



maxBuffer=2:00:00;npt
       
Date: 30 Mar 2008 12:36:06 GMT

The server has started to fill up the timeshift buffer. Initially the buffer is empty. This example also contains some complexity with the buffer fill state. The terminal must differentiate between “timeshift buffer not completely full” (less than 2 hours of timeshift content is available) and the “timeshift buffer is full” (2 hours of timeshift is possible). 

As soon as the timeshift buffer is shared among users of the same live session, the buffer does not fill linearly anymore.
3.4 “Pausing” and “seeking”
RTSP allows scaling the normal play time. The “scale” RTSP header instructs the server to either enter a “fast forward” mode (scale > 1), “slow motion” ( -1 > scale > 1) or even “fast rewind” (scale < -1). 

Precondition: The session is in timeshift state. The client requests fast forward (scale > 1) e.g. to jump some commercials. 

C->S: 
PLAY rtsp://example.com/fizzle/foo RTSP/1.0


CSeq: 836
        
Session: 12345678


Range: npt=12:36:06.3-

Scale: 2.5
S->C: 
RTSP/1.0 200 OK

        
CSeq: 836


Range: npt=12:36:06.3-
    
Date: 28 Mar 2008 12:36:06 GMT
If the client uses “fast forward” (scale >1), the client may catch-up with the live feed (== “now-“) at some point in time. Then, client and server shall return to normal play time with scale = 1. To ensure that client and server states are the same, the server shall (somehow) notify the client about the server side scale change. This notification procedure will discussed at the end of this section.

If the client uses slow motion or rewind (scale < 1) and if the timeshift buffer is limited (e.g. 2 hours in the above example), then the playout may reach the end of the timeshift buffer. In this case, the play out time shall also return to normal (scale = 1). To ensure that client and server states are the same, the server shall notify the client about the server side scale change.

RTSP 1.0 currently has only one asynchronous server-to-client notification procedure (i.e. ANNOUNCE), which seem not applicable for this purpose. Instead we propose to add a “NOTIFY” method, it set the play time back to “normal”. 

S->C: 
NOTIFY rtsp://example.com/fizzle/foo RTSP/1.0


CSeq: 837
        
Session: 12345678


Range: npt=12:46:06.9-

Scale: 1.0

Buffer-State: npt=10:46:07.1-12:46:06.9;recording,


maxBuffer=2:00:00;npt

    
Date: 28 Mar 2008 12:46:06 GMT

C->S: 
RTSP/1.0 200 OK

        
CSeq: 837

3.5 Broadcast to / from Unicast Channel Switching
Assumption: The terminal has received the MBMS User Service Description (USD) before initiating the service. The terminal is receiving RTP streams via MBMS, but need to switch to PSS soon. The RTSP URI is contained in the USD. The USD or the SDP file (ffs) contains a general timeshifting capability indication.

The timeshift server is an “Always recording” server (see section 3.1). Terminals can setup the RTSP session and start with a timeshifted session. 
The RTCP Sender Reports of the MBMS streaming session provide the NTP wallclock time. The MBMS and the PSS streams are synchronized with the same wallclock time. The terminal can now request to continue at the desired position in the stream using the wallclock time.

Example: The terminal has consumed the MBMS stream until NTP Timestamp 3416023741.9. The terminal has setup the RTSP session with SETUP. The terminal initiates the timeshift session with the an absolute time range header (i.e. clock). Note the difference between NTP and UTC is 2208988800 seconds.
C->S: 
PLAY rtsp://example.com/fizzle/foo RTSP/1.0


CSeq: 835

        
Session: 12345678


Range: clock=20080401T072901.1Z-
S->C: 
RTSP/1.0 200 OK

        
CSeq: 835


Range: npt=12:36:06.3-

Buffer-State: npt=10:05:35.3-12:05:35.3;recording,



maxBuffer=2:00:00;npt
       
Date: 30 Mar 2008 12:40:36 GMT

After that, the terminal uses timeshift operations as described in earlier sections.

4 Proposal

Section 3.1, 3.2 and 3.3 describe different timeshift buffer management procedures. The procedures in 3.2 and 3.3 are aligned with today’s client side timeshifting (known e.g. from DVB-S HDD recorder). However, as soon as the PSS server shares the timeshift buffer between users, all three examples become very similar. The difference between 3.1 and the other two examples is the increase buffer handling. The buffers in example 3.2 and 3.3 have a “timeshift buffer not completely full” state and a “timeshift buffer is full” state.
In order to minimize the timeshift complexity, we propose to focus only on an “always recording” server as described in section 3.1. 

We also propose to agree the following bullets as working assumptions:
· The Range header is always present in the PLAY and PAUSE response messages providing an optionally virtual playout time of the content in case of Live Sessions.  

· The new header (called Buffer-State in the examples) describes the current buffer timings and fills states. The new header shall be used with every PAUSE and PLAY command when the session is in timeshift state. 

· New Notification methods: The intention of this method is keep server and client state synchronized, when the content rendering on the client is not with normal play time (scale != 1). The client may reach the beginning or the end of the timeshift buffer. 








































