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1 Introduction

There has been quite some discussion regarding some of the issues brought up by the liaison statement from IMTC [1]. To help everyone understand the issue this contribution will discuss what was intended when this text was originally written according to Magnus Westerlund. From that further discussion will be raised when necessary to discuss how well this will work and possible corrections.
This discussion will also have bearing on the response sent to IMTC during the SA4 meeting number 46 [2]. Some of comments will be based on the issue list present in this reply rather than the original LS as it clear divides it into individual issues. The issues are reproduced in the next section for your convenience. 
2 Raised Issues

The issue list from “Reply LS on Issues on Rate Adaptation” [2].
1.  (On early NADU packets). We recommend that the specification should be clarified on this point.  In particular, we believe that clients should not send any NADU packets until one or more of the corresponding RTP media packets have been received.

2.  (Relationship between playout delay and target time). We recommend that the specification be clarified on this point, and specifically that Playout-Delay be considered toward achievement of the target-time.

3.  (Meaning of ‘undefined’ playout delay). We would request clarification on how a server should interpret receipt of the ‘undefined’ Playout Delay value, and whether the existing practice of treating it as zero is in line with the expectations of the specification authors.

4.  (Magnitude of playout delay). The current specification does not seem to acknowledge that large values of Playout Delay may occur, nor does it make any comment on the case where a client has a large Playout Delay but chooses not to report it.  We believe this requires clarification in the specification, since in this case the server may be getting a very inaccurate picture of the client’s behavior and health.

5.  (Playout delay reporting mandatory?) Going forward, we would recommend that signaling of Playout Delay be made mandatory [or strongly recommended] on the client side.   For backward compatibility, servers would still need to deal with the case where Playout Delay is not signaled, but new clients would be required to provide it. We would like to know from the point of view of the current specification whether clients who choose to report Playout Delay can be expected to report consistently (as described above) such that servers might use Playout Delay as a clear signal of the client’s buffering state. If this is not currently the case, we would recommend that the specification be modified to require or at least strongly recommend that the reporting of Playout Delay be done consistently, if at all.

6.  (Tracking whether (re-)buffering or playing). We request clarification about how a server may determine when a client is buffering vs. when a client is actively playing out data.

7.  (Fast start capable servers.) The current specification does not specifically state whether 3GPP servers capable of Rate Adaptation are (in general) expected to be capable of streaming faster than real time.  We would request a clarification on this matter.  If there is an unwritten assumption that all servers have this capability, then we would request this to be explicitly stated in the specification.

8.  (Client assumption of fast start.) Absent the knowledge (via such signaling or some other means) that the server is capable of faster than real-time streaming, we recommend that clients be discouraged from starting playout before the target-time is met.  We will include such a recommendation in our Best Practices document, but this might be added to the specification as well, at the discretion of 3GPP SA4.

9.  (Modeling client re-buffering at the server.) We recommend that new signaling be introduced so that a client may inform the server of a nonzero rebuffering threshold.  Such signaling should be optional (client may not provide it, and so a server must deal with the absence of the signaling).   The signaling should also express the buffering threshold in terms of time (rather than bytes), since time scales better with changes in transmission bit rate.
3 Undocumented Assumptions in TS 26.234
Based on these questions it is obvious that the text in technical specification 26.234 [3] did not sufficiently well explain some assumptions that was made at the time of writing the specification text.

10.  Assumption on when rebuffering will be done by the client:
At the time of writing it was assumed that a PSS client would not start performing rebuffering (i.e. stop media playout to refill buffer), until absolutely necessary. Absolutely necessary would mean an empty shared buffer for media not interleaved, i.e. media time in buffer = 0. For interleaved media absolutely necessary is more complicated, but basically, when a ADU need to be removed from the joint receiver and de-interleaving buffer prior to having completed the de-interleaving part. For example for H.264, in case the NALU hasn’t been released according to max-don-diff or number of NALUs in interleaving buffer (depending on mechanism used). 

This assumption was quite important as it would ensure that servers will have full understanding on when clients will rebuffer. Although this can be detected, a client starting to de rebuffering prior to absolutely necessary will remove buffering time the server has expected to be able to use to resolve any transport event without interruption to the user playback. 
11.  Post decoder buffering is not included in the shared buffer. For simplicity only the receiver buffer previous to decoding was considered. It is also questionable in the cases where explicit post decoder buffer has been defined that the buffer time of a video or audio frame can be modified to any larger degree.
12.  Target-protection-time is the targeted amount of time that client can go without data before starving at the occurrence of a complete transport interruption but including the interleaving buffer.

13.  Fast startup was intended to work. However, that was envisioned to result in lowered media quality for the client using this as the server would switch down the media bit-rate to refill the buffer within the available transport bit-rate. Thus recovering from the fact that the client started prior to reaching the target time.
14.  Clients are assumed to start consume media normally when target time is fulfilled. If this is not done, a server that is starting up using a media bit-rate that will almost fill the buffer with target time amount of media can end up in a freeze situation if the client desires to fill the buffer further. However, the server may on its own initiative fill the buffer further than target time in preparation for a media quality switch. This hasn’t been reported as an issue but should probably be mentioned when clarifications about the when rebuffering may occur is done.
15.  It was assumed that NADU RTCP APP packets would not be sent unless there was packets in the clients receiver buffer to report on. A shortcoming is the failure to consider how a client can report that the buffer has become empty. In other words that no next ADU to decode exist in the buffer. If this later issue is resolved then also the problem of reporting the full buffer as being available (free space) would be resolved and no issue with reports prior to reception of any packet would exist. 

16.  Rebuffering detection using NADU. It was assumed that rebuffering events would be detectable through NADU signaling by observing consecutive NADUs indicating the same ADU as being next to be decoded. See below for discussion on shortcoming of this idea. 

4 Playout Delay

The definition of playout delay is in hindsight flawed and does not provide much useful information. I will try to explain why I consider this. The definition says:

Playout delay (16 bits): The difference between the scheduled playout time of the next ADU to be decoded and the time of sending the NADU APP packet, as measured by the media playout clock, expressed in milliseconds. The client may choose not to indicate this value by using the reserved value (Ox FFFF). In case of an empty buffer, the playout delay is not defined and the client should also use the reserved value 0xFFFF for this field.

The playout delay allows the server to have a more precise value of the amount of time before the client will underflow. The playout delay shall be computed until the actual media playout (i.e., audio playback or video display).

First of all “playout time” is not well defined. Mine and I think most others definition of playout time would be something like is the time when the media actually is displayed for video or come out of the speakers for audio. If one analyse what that time duration between the time of sending the RTCP NADU APP packet and the playout time consists of, this is obviously a composite value. It consists of least the following components:

· Buffering time until the ADU is removed from the buffer. The next ADU to decode may in fact stay in the buffer a significant amount of time from the point of sending the NADU. This time is heavily effected by packet loss creating gaps in the ADU sequence. 

· Decoding time: In other words the time it takes to turn the ADU(s) into a decoded piece of media.

· Post decoder buffering: This buffering may happen for several reasons and may or may not be possible to reduce in amount.
· Data copying from decoder to playout device: This is for example the time it takes to move a video frame into the display buffer. 

Looking at the above components it is directly evident that they fall into two categories. The components that could be reduced if data is received late and the ones that can’t be. Due to this the playout delay definition is fundamental flawed as it doesn’t allow the server to determine how much of this time that is usable by the client to avoid a receiver buffer underrun. In other words playout delay can’t be counted as component towards fulfilling the target time. 
The current definition of playout time can be used to determine differences between how media (audio, video or text) is removed from the buffer. However, this have only limited applicability and does not help a server minimizing rebuffering events as these will be dependent on the media with the least amount of buffer protection time. In other words in case one media is removed from the buffer earlier than the other this will be evident in the NADU packet for the different streams and the server may select to compensate for this by sending that media ahead of the other to maintain equal amount of buffer protection time. 
The conclusion drawn from this is that playout delay is only usable if it only consists of components that the client can utilize and reduce or consume to avoid buffer underrun. Thus Ericsson’s suggestion for playout delay would be to redefine it to only include the buffering time until the ADU is removed from the buffer. Thus, only time actually part of the buffering itself and otherwise not available is included. Also the complexities to trying to determine what adjustments could be done to media decoding schedules and post decoding buffers are avoided. However, such a change clearly requires explicit indication of both support and usage of this redefinition. 
5 Rebuffering

It is a problematic issue that some client implementations will do rebuffering prior to absolutely necessary. This was as mentioned earlier not assumed when the technical specification was written. This creates unpredictability for the server who doesn’t know how much of the maximum reported buffer protection time that is in reality available. For good functionality in this respect it would be desirable for the clients that have non-zero rebuffering thresholds to actually explicitly indicate this. That way the true buffer protection time of the client’s buffer is known to the server.
The server’s capability to detect rebuffering events is present through the NADU. By receiving two consecutive NADUs that do indicate the same ADU being the next to decode rebuffering can be detected. But in the case of packet loss or longer time intervals between decoding of ADUs, the same ADU maybe reported in consecutive packets despite active playout. Therefore an indication of time until removal or playout is a way for a server to determine if the client timeline advance or not despite the same ADU being reported on in consecutive packets. The solution also suffers from delay and an increased sensitivity to packet loss compared to explicit indication. Explicit indication combined with RTCP packet scheduling could provide an optimal solution in indication of the start and ending of a rebuffering event. But it should be discussed if this issue warrants such changes. 
6 Discussion

Considering the divergence between the assumptions made at time of writing the specification and how some implementation work there seem necessary to clarify a number of things in the specification. In addition to recover some intended functionality non-backward compatible changes seems necessary to define and providing signaling for. The exact nature of these changes needs to be discussed, although this document provides some proposals to initiate the discussion. It is also likely that an updated reply to IMTC PSS-AG is necessary.
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