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1. BACKGROUND AND INTRODUCTIon
In general a convolutional encoder has an m-bit input and K-1 m-bit memory locations. K is called the constraint length of the code because there are K input values that affect the output (the current input and the K-1 previous input values stored in memory). The values of the K-1 memory locations represent the state of the encoder. Each time that m bits are input to the encoder, there are n bits output and the code is said to be a rate m/n code. The sequence of possiblt encoder states in time is usually represented by a trellis diagram. A branch in the trellis is a transition from one state to another. Two branches are said to be connected if one branch terminates in the same state in which the other branch originates at a particular point in time. A path is a sequence of connected branches. The Viterbi algorithm finds the maximum-likelihood path through the trellis given the received sequence of symbols. For every path through the trellis, there is a corresponding input sequence of information bits and also a corresponding output sequence of encoded bits. An error event begins when a decoding decision causes a departure from the correct path through the trellis and ends when the paths are joined again.
The SOVA (Soft Output Viterbi Algorithm) of Hagenauer and Hoeher [1] is a variant of the Viterbi Algorithm which provides reliability information for each decoded bit. It is assumed in the following that we have an Automatic Repeat Request (ARQ) system where we are using a CRC code to detect errors.
2. USE OF SOVA with CRC for ECALL
With any convolutional code, it is possible to list the most likely error events because they are the ones which correspond to output sequences with the smallest Hamming weight. For example, the rate ¼ convolutional code used in CTM has the 4 generators (given here in octal form) of (52), (56), (66), and (76). This code has a minimum free distance of 16, meaning that any error event corresponds to an output sequence with Hamming weight of at least 16. There are 4 such error events which correspond to an encoded sequence of weight 16, 2 error events with output of weight 18, and 4 error events with output of weight 20. These are the 10 most likely error events for this particular code. Assuming without loss of generality that the all zero codeword is sent (because the code is linear), these 10 most likely error events correspond to decoded input sequences of 
1) 10000 (just a single bit error) 
2) 110000 (two bit errors) 

3) 1010000 (two bit errors) 
4) 1110000 (3 bit errors) 

5) 10110000 (3 bit errors) 

6) 11110000 (4 bit errors) 

7) 101010000 (3 bit errors) 

8) 110110000 (4 bit errors) 

9) 111110000 (5 bit errors) 

10) 1110110000 (5 bit errors).
If the CRC check fails, then we can look at the reliability information provided by SOVA. Typically, the reliability will decrease over the time of the error event. For example, if we are using the code of the previous paragraph, then the first error event in the list will last for a duration of 5 input bits even though there is only one decoded error. This is because it takes 4 zero inputs for the error event path through the trellis to merge back to the correct path. Therefore, this should correspond to a sequence of 5 or more bits where the reliability estimate of SOVA has dropped relative to the average of nearby decoded bits. So we can look at points in the sequence where the reliability has dropped according to SOVA and toggle the bits according to the most likely error events (like the 10 above, for example). If the new sequence passes the CRC check, then we know that we have the correct codeword. If not, we can try toggling bits of the original decoded sequence according to another error sequence.
The number of error sequences to try and the number of points in the original sequence to try them according to SOVA reliability information is a trade-off between probability of success and computational complexity. For applications with slow transmission speeds like voice band modem, and where data is time critical, such as eCall, this additional computational complexity can be very worthwhile, especially in the PSAP.

This decoding algorithm can be used without any changes to the existing CTM encoding. It doesn’t add any overhead at all. Therefore there is no increase in transmission time. For worst case channels, CTM has something on the order of 1% character error rate. For typical channels, the character error rate is virtually zero, except in handover scenarios (as would be the case for any voice band modem). For worst case channels, the probability of at least one retransmission is fairly high when 140 bytes of information needs to be transmitted. When using the proposed algorithm, the expected time of transmission can be greatly reduced for worst case channels without adding any extra coding or overhead that would reduce transmission speeds for typical channel conditions.
3. ProPOSAL

If the accepted solution for eCall uses convolutional coding, then the decoding algorithm proposed here should be used in the PSAP. 
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