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Issues on 3GPP Rate Adaptation

The IMTC Packet-Switched Streaming Activity Group (PSS-AG) has taken a special interest in Rate Adaptation, as specified in 3GPP TS 26.234.  Our group has tested Rate Adaptation interoperability at our past three live test events, the most recent of which was the IMTC SuperOp! event held in April 2007.   Building on this experience, our group also staged a series of conference calls to discuss issues pertaining to Rate Adaptation.  As an output from this activity, we are currently developing a ‘Best Practices’ document which we believe will address many of the issues which our group members brought into these special conference calls.  However, there are some issues which we believe are not sufficiently addressed through a best practices document, and which might require action within 3GPP SA4.  We are thus writing this Liaison Statement to introduce these issues for your consideration.

Each issue is identified as a numbered item below, followed by one or more recommended actions.

1. Contents of Early NADU packets.   It is possible that a client reaches the time to transmit the first NADU packets before the client has received any of the corresponding media packets.  In this case, some of the values needed to form the NADU packet (e.g. NSN) may be undefined.  The Rate Adaptation specification does not seem to address this point.

· Action: We recommend that the specification should be clarified on this point.  In particular, we believe that clients should not send any NADU packets until one or more of the corresponding RTP media packets have been received.

2. Playout Delay vs. Target-Time.  The client may signal Playout Delay to inform the server about data which has been removed from the client’s network buffer (and so is not part of NSN and FBS reporting), but which has not yet been played out for the user.  However, the specification as written is not clear about whether the server should count Playout Delay towards meeting the signaled Target-Time.  In particular, the specification says this (Section 5.3.2.2 of TS 26.234):

“The target protection time signalled in the value of the "target-time" parameter is the targeted minimum buffer level or, in other words, the minimum amount of playback time in milliseconds the client perceives necessary for interrupt-free playback.”

The text highlighted in green suggests that target-time is specifically to be met by data in the buffer.  The text highlighted in pink suggests that the full playback time (including Playout-Delay) is to be considered toward target-time.

From internal polling, IMTC PSS-AG vendors prefer that full playback time (including the Playout-Delay) should count toward meeting target-time.  Existing server implementations generally follow this rule.

· Action: We recommend that the specification be clarified on this point, and specifically that Playout-Delay be considered toward achievement of the target-time.

3. Interpretation of ‘undefined’ Playout Delay.  The current specification allows clients to choose whether or not to signal Playout Delay.  If a client chooses not to signal Playout Delay, the specification instructs that the ‘undefined’ value (0xFFFF) be sent in the outgoing NADU packets.   There was some question about how a server should interpret this (e.g. for determining time to underflow, or to what degree the target-time is met).   In practice, existing server implementations seem to count a value of 0xFFFF as equivalent to a value of 0x0000.  However, the two are certainly not equivalent from the client’s point of view.  In the client, a value of 0xFFFF might mask a significant Playout-Delay which the client has simply chosen not to signal.

· Action:  We would request clarification on how a server should interpret receipt of the ‘undefined’ Playout Delay value, and whether the existing practice of treating it as zero is in line with the expectations of the specification authors.
4. Significant Playout-Delay may go unreported.   As stated in the previous issue, the signaling of Playout-Delay is currently optional from the point of view of the client.  The current Rate-Adaptation specification seems to treat Playout-Delay as a small value which may give extra precision to the server’s measurement of time to underflow.  However, our group has encountered Playout Delay on the order of several seconds in our previous testing.  A large value of Playout Delay may be reported for the following reasons:

· In the client, there may be a long pipeline to the decoder such that a significant amount of data may be removed already from the client’s network buffer but may not yet be rendered.  The length of the decoder pipeline is highly implementation dependent.

· Certain content may have periods of very low video framerate, in which case removing one or two video frames from the network buffer and placing these in the decoder pipeline could result in a large value of Playout Delay.  This is content dependent, and so may result in large values reported by any client implementation which reports Playout Delay.

The current specification does not seem to acknowledge that large values of Playout Delay may occur, nor does it make any comment on the case where a client has a large Playout Delay but chooses not to report it.  We believe this requires clarification in the specification, since in this case the server may be getting a very inaccurate picture of the client’s behavior and health.  

· Action: We recommend the specification be clarified as follows:

· Going forward, we would recommend that signaling of Playout Delay be made mandatory on the client side.   For backward compatibility, servers would still need to deal with the case where Playout Delay is not signaled, but new clients would be required to provide it.

· If Playout Delay signaling cannot be mandated for some reason, then the specification should at least strongly recommend that clients signal Playout Delay.

5. Tracking of Buffering / Re-Buffering Periods.  Server vendors generally agree that it is necessary to be able to track whether a client is “in buffering” or is actively playing out data.  The NSN field is generally used for this (i.e. if NSN increases from one NADU to the next, the server generally concludes that data is being  played out).  Free Buffer Space signaling can be used in a similar fashion.  However both of these metrics say only that some data was removed from the buffer, not necessarily that data is being played out (i.e. that the client has come “out of buffering”).  For example the player may be priming the decoder pipeline for efficiency reasons, while still sitting in the buffering state.  Thus NSN and FBS do not provide a foolproof signal of whether the client has emerged from an initial buffering or a rebuffering state.

Some vendors have proposed that Playout Delay (if consistently signaled by the client) could be a clear indication of whether the client is in buffering or not.  This is because a client which consistently reports Playout Delay will necessarily send the undefined value (0xFFFF) when the client is in buffering (and therefore not playing out data), and will send other (non-0xFFFF) values whenever the client is actually playing out data.

This provides additional reason for Playout Delay signaling to be mandated or strongly recommended (as mentioned already under Issue#4).  However it also brings up questions about whether clients implemented to the current spec would be expected to signal Playout Delay consistently if at all.  By this we mean that if a client chooses to signal Playout Delay according to the current specifications, that it will send 0xFFFF when in buffering, and will send non-0xFFFF values whenever playing out data.  All clients we have encountered in testing seem to behave in this fashion.  We are wondering if this type of behavior can be expected of clients implemented to the current specification.  If not, it would be valuable to clarify the specification to mandate or encourage this sort of consistent reporting.

· Action:  We request clarification about how a server may determine when a client is buffering vs. when a client is actively playing out data.  We also have some recommendations in order to improve such tracking.  Specific actions are as follows:
· We would like to know from the point of view of the current specification whether clients who choose to report Playout Delay can be expected to report consistently (as described above) such that servers might use Playout Delay as a clear signal of the client’s buffering state.
· If this is not currently the case, we would recommend that the specification be modified to require or at least strongly recommend that the reporting of Playout Delay be done consistently, if at all.
· Further we would note that mandating the reporting of Playout Delay (as proposed already under Issue#4) would help to solve the current issue as well, since it would mean servers would get a clear signal of the client’s buffering vs. playing out state from all future clients.
6. Faster than Real-Time Streaming Capability.  It has been noticed in testing that some client implementations will begin playing out data very early during initial buffering, before the target-time is met, under the assumption that the server will stream faster than real time in order to achieve target-time while client is simultaneously playing out data.  This can be a very positive practice from the client’s point of view, as it results in a fast startup time for the end user.  However it can also have negative implications if the ‘faster-than-real-time-streaming’ assumption is incorrect, since in this case the server never achieves target-time, and the session is likely to be plagued with frequent rebuffering.

We realize that streaming faster than real-time is never guaranteed since it depends on the network conditions in addition to the server implementation.  However, such fast-startup client behavior is doomed from the start when combined with a server which does not have the capability to stream faster than real time.  The problem in this case is that the client has no way of knowing the server capability.

· Actions:

· The current specification does not specifically state whether 3GPP servers capable of Rate Adaptation are (in general) expected to be capable of streaming faster than real time.  We would request a clarification on this matter.  If there is an unwritten assumption that all servers have this capability, then we would request this to be explicitly stated in the specification.
· If instead it is expected that some Rate Adaptation equipped servers will be capable of streaming faster than real time, and some will not, then we recommend that 3GPP SA4 add some optional upfront signaling by which the server may inform the client that it is willing to stream faster than real time, or not.  

· Absent the knowledge (via such signaling or some other means) that the server is capable of faster than real-time streaming, we recommend that clients be discouraged from starting playout before the target-time is met.  We will include such a recommendation in our Best Practices document, but this might be added to the specification as well, at the discretion of 3GPP SA4.

7. Rebuffering threshhold unknown to server.   In our testing, some client implementations have been seen to enter rebuffering before the client’s network buffer is totally empty.  In other words, some clients implement a rebuffering threshhold which is larger than 0.  There may be reasons to do this from a client implementation point of view.  However, this practice may cause problems because the server adaptation algorithm may be designed to make the full use of the known buffer space.  The server may believe it has more room before underflow would occur, and this combination of client and server may result in a high rebuffering frequency not expected by either side.  

· Actions:  We recommend that new signaling be introduced so that a client may inform the server of a nonzero rebuffering threshhold.  Such signaling should be optional (client may not provide it, and so a server must deal with the absence of the signaling).   The signaling should also express the buffering threshhold in terms of time (rather than bytes), since time scales better with changes in transmission bit rate.

IMTC PSS-AG kindly requests 3GPP SA4 to consider the above issues and to provide clarification on each issue as described above.  As part of the response, please include a description of any specific actions or specification changes which result.  We do not require an immediate response, however we would appreciate if a response could be generated by the end of the next 3GPP SA4 meeting (SA4#46 / Sophia Antipolis).

Page 1 of 5

[image: image1.png]