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1 Introduction

This contribution proposes some text for DIMS timing model section.
2 Overview and requirements
The Timing Model handles both the low and high level timing and synchronization of media elements present in the DIMS scene. The synchronization can be between any objects in the scene and it can also be between the scene and the application of updates to the scene. 

When scene updates or related content streams are linked to an initial scene, then there is a need for a way to reconnect the time of the various pieces of the scene. Each piece of content relevant to a given time defines an access unit (or a sample in 3GP vocabulary)

The presentation time of an access unit is the time when the scene updates contained in the access unit shall be applied to the scene.

The media time stamps of an access unit are the time stamps used in the transport layer, with units and constraints given by the style of transport layer. Note: Most time stamps are integers in ticks when the scene time is a floating point number.

The timing model shall provide a translation from the Presentation Time stamps of access units to the scene time at which these access units should be presented. Depending on the transport layer style, the timing model applies in the following manner:

· when the transport layer provides Media Time stamps (e.g. RTP, 3GP track), the timing model is the translation of the Media Time stamps to scene time. This may include the choice of which Media Time stamps is to be used as Presentation Time stamp, as well as any operation required to obtain the scene time.

· when the transport layer does not provide Media Time stamps (e.g. XML over HTTP, XML in a 3GP meta box ), the XML timing model defines the location, semantics and units of the time stamps, in addition to their translation to scene time.
The timing model shall also allow for a stream to be represented with the same timing semantics regardless of whether it is specified in XML or in a 3GP track.

The XML timing model is composed of:

1. The scene timing model

A scene at any instant could be represented by an XML document. 
Times within this logical XML document are uniformly expressed in scene times.  Scene times have a zero origin and the timescale is defined in the scene description. 
When the UA receives an initial scene or a “replace/new scene” update, the scene time shall be reset to 0.
2. The Scene Update timing model

There shall be an element to contain the Scene Updates that are to be applied at a certain time. This element shall have a time attribute: 

· the time attribute should have the same semantics of a CTS to be compatible with the usage of packaging format (MP4, 3GP file formats)

· the author should be able to specify the time attribute value with the same units as the other scene times

The use of these elements should be compatible with the use of packaging format such as MP4 track to store the DIMS content, and that such DIMS content can only be transported in its native form (i.e.: deliver without container, e.g. directly over HTTP) or in a meta box of the packaging format (e.g. MP4 file), or in any form of transport without timestamps.
When the first scene update in a stream of updates is not an initial scene, the scene time is not reset to 0. The translation from Media Time to scene time should be defined by the element linking to the stream of updates. There shall be a way to define access units that are executed as soon as they are received.

Note: [ISO/IEC 14496-20] subclause 6.3 is copied here for convenience

Timing Model

This subclause describes the notion of Scene Times, Media Times, and Encoded Scene Times.

Logically, a LASeR scene at any instant could be represented by an XML document, which appears like an SVG document: 


<svg>
... 
   <animate begin="X" ... \>

... 
</svg> 

Times within this logical XML document are uniformly expressed in scene times.  Scene times have a zero origin and the timescale is defined in SVG. 

Logically XML fragments are sent in access units which have Media Time timestamps (MT).  These may not have a known origin, and are expressed on a timescale declared at the transport layer.  Note that the equations below do not show the correction for timescale units, for simplicity. 

The XML fragment containing the "svg" element in this example is sent in an access unit which is a NewScene.  The media timestamp MT(ns) of that access unit is arbitrary, but the defined SceneTime of it is zero;  ST(ns) = 0. 

The XML fragment which supplies the construct "r" is sent in a later access unit with media timestamp MT(r).  The defined scene time of that access unit is ST(r) = MT(r) - MT(ns). 

For LASeR commands inside a conditional element, ST(r) is the scene time when the conditional is activated. 

A RefreshScene command has an arbitrary media time, as usual, but contains within the access unit the defined SceneTime for that media time.  This enables terminals which "tune in" after the NewScene was sent, or for any other reason did not receive the NewScene, to nonetheless establish Scene Times.  The encoder could calculate the value of that scenetime by comparing the media timestamp of the RefreshScene MT(rs) with the media timestamp of the preceding NewScene MT(ns), and sending  MT(rs) - MT(ns) .

When a scene segment starts with a NewScene, the scene time is reset to 0. In such a scene segment, the scene time of a LASeR access unit is defined as the difference between the media time of that access unit and the media time of the closest previous NewScene.

When a scene segment does not start with a NewScene, the scene time is not reset to 0 and let Ts0 be the scene time within the initial scene segment upon reception of the first access unit of that new scene segment. In such a scene segment, the scene time of a LASeR access unit is defined as the difference between the media time of that access unit and the media time of the first access unit of that scene segment incremented by Ts0. Note: the determination of Ts0 will vary if there is any variation in delivery times between terminals.
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Figure 1 — scene time and scene segments
Time values are encoded in ticks. The number of ticks per seconds for time values relating to the scene time line is defined by the timeResolution and timeEncoding attributes of the LASeRHeader. Attributes “clipBegin” and “clipEnd”, which hold times in a media time line of another stream, are encoded with a predefined resolution of 1000 ticks per seconds. 
3 Text for DIMS specification section 5.5
The timing model for DIMS is defined as [ISO/IEC 14496-20] subclause 6.3. References to NewScene apply to the DIMS definition of a new scene. References to RefreshScene apply to the DIMS definition of a redundant random access point.
When a stream of updates is transported in XML, the following elements shall carry the timing information:

· session shall be the top element of the XML document, with no attributes

· sceneUnit shall contain all commands to be executed at a given time

· without time attribute, the commands shall be executed as soon as they are received by the UA

· when the time attribute is present, its value shall be an offset-value as defined in http://www.w3.org/TR/SVGMobile12/animate.html#TimingAttributes
_1183893250.ppt
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