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Summary

At the San Diego MTSI ad-hoc, Nokia advocated the use of AVPF (RFC4585) SLI/PLI for the feedback repair requests of damaged video packet streams, whereas other companies suggested the use of AVPF’s generic NACK message.  At this point, we are willing to follow the generic NACK approach if our concerns related to the support of gateways, connecting to more traditional video systems, is honored.  Therefore, we suggest that in MTSI-to-MTSI endpoint communication, generic NACK be used as the sole mechanism for video error feedback.  In addition, MTSI systems must also support the reception of AVPF PLI messages.  

San Diego Discussions

In San Diego, we had lengthily discussions about the properties of SLI, PLI, and generic NACK for the signaling of corrupt video channels.  Key arguments in favor of generic NACK have been ease of implementation, and fast response as only the network stack needs to be involved.  Arguments in favor of SLI and PLI have been simple interoperation with deployed non-MTSI systems and the architectural concerns of AVPF’s authors (which led to the inclusion of SLI and PLI in the first place).  No conclusion was reached.

Nokia position

After consideration, we are willing to support generic NACK as the feedback mechanism for video channels (in addition to normal statistical feedback in the form of RTCP RRs, of course).  
However, our agreement to this position is contingent to the definition of a mechanism that allows seamless inter-operation with non-IP (e.g 3G-324M) or IP-based, but non-MTSI systems (e.g. H.323 systems).  We don’t specifically care what these mechanisms are, as long as they work.  The problem can be formulated as follows:

Consider an H.32x or 3G-324M system connected to an MTSI system via a gateway.  In H.32x systems, a mechanism roughly comparable to PLI is available, called videoFastUpdateRequest (FUR) and conveyed normally via H.245.  Some systems (especially so-called SIP-based ones from a certain company in the north-western US) convey picture damage information in a SIP-info message, see http://www.ietf.org/internet-drafts/draft-levin-mmusic-xml-media-control-07.txt.  While a gateway can translate a “generic NACK” feedback stemming from an MTSI system into a FUR, we see no way how the opposite direction can be meaningfully implemented.  Specifically, when receiving a FUR in the gateway, the gateway has no means to associate the corrupted picture with a specific packet that has been lost.  After all, the other side may not even be running a packet protocol.

Proposal

As a solution, we suggest mandating that an MTSI system must signal its support to receive a PLI in its SDP, and react to it according to RFC4585.  It’s ok with us that an MTSI system is not allowed ever to send an PLI.

A Word on AVPF’s PLI and CCM’s FIR

There has been a bit of offline discussion on what command is more appropriate for MTSI: RFC 4585’s PLI or draft-ietf0avt-avpf-ccm-02’s FIR.  The properties of these two complimentary commands si expressed quite clearly in the CCM draft as follows:
From section 4.3.1.1 of draft-ietf-avt-avpf-ccm-02

  FIR SHALL NOT be sent as a reaction to picture losses - it is

   RECOMMENDED to use PLI instead.  FIR SHOULD be used only in such

   situations where not sending a decoder refresh point would render the

   video unusable for the users.

     Note: a typical example where sending FIR is adequate is when, in a

     multipoint conference, a new user joins the session and no regular

     decoder refresh point interval is established.  Another example

     would be a video switching MCU that changes streams.  Here,

     normally, the MCU issues a FIR to the new sender so to force it to

     emit a decoder refresh point.  The decoder refresh point includes

     normally a Freeze Picture Release (defined outside this

     specification), which re-starts the rendering process of the

     receivers.  Both techniques mentioned are commonly used in MCU-

     based multipoint conferences.

Our current MTSI systems do not consider multipoint, but use the feedback channel primarily for error control.  Therefore, it is believed that a gateway should emit PLI as a reaction to unknown error conditions.  Future gateways and/or multipoint support may require the use of CCM’s FIR in addition.
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