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1 Introduction

This contribution demonstrates how dynamic video rate adaptation is very useful at improving the performance of MTSI video users in an HSDPA network.  This contribution proposes that procedures to enable such rate adaptation be included as a feature in the MTSI specification.
2 The Shared Downlink Channel
The shared downlink channel in HSDPA is a key development in the UMTS RAN that improves the performance and capacity of the system.  This section describes some of the main characteristics of this channel.
2.1 Packet-Switched Scheduling

A key advantage of a packet-switched system over a circuit-switched system is that the system can rapidly re-assign link resources among different users and applications as their individual demands vary.  This allows the system to efficiently manage the shared downlink, assigning the shared resource on an as-needed basis to the individual users instead of permanently pre-allocating resources solely to each user.
Compared with circuit-switched transport, this provides more flexibility for application encoders to vary their encoding rates based on the source input -- the encoder does not have to attempt to match a constant bit rate channel – while the system exploits the statistical averaging of the different users’ demands to use less total link resources to provide better quality to the users. 
In such optimized systems the network does not provide a fixed rate assignment to a MTSI video terminal.  The network allows for, and exploits, variations in the actual data rate needed by each user.
2.2 Channel-Sensitive Scheduling

As MTSI video users move around the cell their link characteristics change due to changes in their geometry.  Users closer to the edge of the cell have significantly poorer link conditions compared to those near the base station transmitter.  To optimize system capacity the scheduler chooses to serve the user in the best link conditions since this allows the fastest transmission rate on the shared downlink.  This channel-sensitive scheduling enables the system to exploit multi-user diversity to improve cell throughput by favouring terminals that can receive the shared channel at higher data rates.

The objective of maximizing system throughput and capacity is tempered by the need to provide fairness to all the users in the cell and the need to meet the particular QoS requirements of each user.  These are often conflicting objectives.  For example, by having to provide a high-rate low-latency QoS on the downlink stream to a user on the edge of a cell, the system has to assign the shared downlink to that user for longer periods to compensate for the slower link speed.  This loads the system and reduces its capacity to serve other users in the cell.

A well-designed HSDPA QoS scheduler balances the need to provide QoS and fairness with the objective of maximizing system throughput.  
2.3 Scheduling Under Load
The loading of the downlink in a cell can increase due the following conditions:
· Users in the cell start new multimedia or data sessions that have QoS requirements.  In some cases these additional sessions can carry higher priority traffic such as VoIP which can pre-empt the video RTP traffic.
· Users are handed off into the cell

· A user that requires QoS on the downlink moves towards the edge of the cell, making it more costly for the system to support transmission to the user.  This will severely reduce the system capacity as the cost for serving this particular user becomes prohibitive.

As the downlink load in the cell increases, the system will not be able to serve the users as easily.  Due to the shared nature of the channel, each terminal’s requirements affects the performance of all terminals.  This can result in variations in the QoS delivered to some or all the users in the cell.
2.4 Variations Within a Granted QoS Level
The factors explained above contribute to variations in the actual QoS granted to a terminal during a session.  Even when the RAN has granted a particular QoS level (e.g., 48 kbps data rate) the network may not be able to provide that QoS level at every instant.  As a result the terminal will experience variations in the delivered QoS level based on changes in its relative location to other users in a cell due to mobility and the cell loading/congestion caused by the other users.

It is important to note that these variations do not trigger the RAN to change its granted QoS level to the UE.  These are more dynamic changes in delivered QoS that the network averages through without notifying the UE explicitly.

3 Dynamic Rate Adaptation

Dynamic rate adaptation allows the MTSI video terminal to vary its encoding rate to track these variations in the delivered QoS level as described in section 2.4.
3.1 Operation
As the network becomes more loaded or the MTSI video terminal moves into poorer link conditions the terminal detects changes in the statistics of packets arriving on the downlink.  Based on these measurements the terminal sends a feedback message to the video sender indicating a need to throttle back its encoding/sending rate.  The encoder at the video sender modifies its rate based on this feedback message.
When the link or loading conditions improve, the MTSI video terminal signals this back to the video encoder.  The video encoder can use this information to conservatively increase its encoding/transmission rate.

3.2 Other Services and Studies
A similar concept is defined in the 3GPP PSS specification [1] where the streaming receiver uses the RTCP NADU APP packet to provide feedback information about its buffers to the streaming server.  The streaming server uses this feedback information to adapt is transmission rate to the receiver.
It has also been demonstrated in [2] that using a feedback algorithm based on RTP and RTCP, combined with an adaptive source-encoding algorithm for MPEG-4 video, enables the application to achieve good perceptual quality under varying network conditions.  The algorithm infers the network conditions at the receiver based on the received packets and sends this information as feedback.  This information is used by the sender to control the output bit rate of the video encoder. This is shown to enable the application to provide the user with the best possible perceptual quality under the current network conditions. 

4 Simulation Results
Following are simulation results demonstrating the benefits of using rate adaptation in a network serving multiple users over a shared downlink in each cell.
4.1 Details

	Video Codec
	MPEG-4

	Source Clip
	· Foreman at 15 fps, QCIF, GOP of 75, clip duration of 17.6 seconds and looped. 
· Start of clip is staggered across all the users.  
· PSNR for encoding the clip under clean conditions is 30.3 dB

	Target Application Layer Video Rate
	48kbps

	Duration of Simulation
	Approximately 60 seconds

	Feedback Channel
	RTCP feedback message sent on simulated uplink of video receiver to downlink of video sender

	System
	57 sectors with users distributed randomly throughout the system, standard fading distribution channel model, no handoffs between sectors

	Scheduler
	QoS/Delay Sensitive Scheduler for Shared Downlink Channel

	Other Traffic in the System
	Voice traffic of MTSI Video users on separate RTP streams


MTSI video users are uniformly dropped throughout the simulated system consisting of 57 sectors.  In each sector, the user’s video and speech media are carried over separate RTP streams and are served by the shared downlink channel.  The MTSI video sender uses rate control to target a video application layer data rate of 48bkps.  When rate adaptation is not enabled, this rate control operates without modification.  When rate adaptation is enabled, the MTSI video terminals monitor statistics of the video packets on the downlink to determine if rate adaptation is required.  If rate adaptation is needed, the receiver sends an RTCP APP packet to signal this back to the video encoder.  The maximum transmission rate is limited by the feedback from the receiver (i.e., the encoder restricts its next frame to the minimum of what is allowed by the rate control algorithm and the rate adaptation algorithm based on the feedback).
4.1.1 Calculating PSNR

All packets that arrive at the video receiver within 400ms after they are sent from the video sender are used for decoding the current video frame.  If a packet arrives later, it is not used for rendering the video frame and the receiver plays out the most previously decoded frame.  The late packet can be used to update the decoding of later frames whose decoding is based on this delayed packet/frame.
4.2 Results
Figure 2 illustrates the distribution of PSNR as seen by the different users throughout the system.  This shows that when rate adaptation is enabled more users experience better average PSNR.  For example, without rate adaptation only 70% of the users experience an average PSNR greater than 27dB.  When rate adaptation is enabled, at least 92% of the users experience greater than 27dB.


[image: image1]
Figure 2 CDF of PSNR

Figure 3 shows the percentage of time the PSNR degrades (pDVD) 1dB below the PSNR for the error free case.  This shows that when rate adaptation is enabled a significantly larger number of the users experience much less degradation of their received PSNR.  For example, without rate adaptation, 70% of the users experience a PSNR drop of more than 1dB less than 15% of the time.  With rate adaptation enabled, 90% of the users experience a pDVD less than 15%.

[image: image2]
Figure 3 CDF of pDVD for 1dB PSNR drop 
Figure 4 Illustrates the PSNR for a particular user with and without rate adaptation.  Note that when rate adaptation is enabled the PSNR does not drop as significantly as the feedback enables the encoder to adapt its rate based on the loading and link conditions on the receiver’s downlink.  Without rate adaptation, the PSNR degrades significantly when the video sender continues to send more data than can be delivered by the video receiver’s downlink in time for proper playout.

[image: image3]
Figure 4 PSNR Traces for user with and without Rate Adaptation

5 Conclusion
Dynamic rate adaptation can significantly improve the performance of MTSI video users being served by the HSDPA shared downlink channel.  This feature should be included in the media session adaptation section of the MTSI document.

Future contributions will provide details on the feedback message format and its semantics.
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