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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

IMS Multimedia Telephony is a standardized IMS telephony service in 3GPP Release 7 that builds on the IMS capabilities already provided in 3GPP Releases 5 and 6. The objective of defining a service is to specify the minimum set of capabilities required in the IP Multimedia Subsystem to secure multi-vendor and multi‑operator inter-operability for Multimedia Telephony and related Supplementary Services.

While the user experience of multimedia telephony is expected to have some similarity to existing telephony services, the richer capabilities of IMS is exploited. In particular, multiple media components, such as voice and video, can be used and dynamically added or dropped during a call.

1
Scope

The present document specifies an IMS Multimedia Telephony (MMTel) client supporting conversational speech, video and text with the scope to deliver a user experience comparable to that of CS conversational services using the same resources. It defines media handling, e.g., signalling, transport, buffer handling, packet-loss handling, adaptation, etc., and interactivity, e.g., adding or dropping media during a call. The focus is to ensure a reliable and interoperable service with a predictable media quality, while allowing for flexibility in the service offerings.
The scope includes maintaining backward compatibility in order to ensure seamless inter-working with existing services available in the CS domain, such as CS voice telephony and 3G-324M video telephony, as well as with terminals of earlier 3GPP releases. In addition, inter-working with traditional POTS and emerging TISPAN network is covered.
The specification is written in a forward-compatible way in order to allow additions of media components and functionality in releases after Release 7. 
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TR 22.973: "IMS Multimedia Telephony Communication Enabler and supplementary services".

[3]
3GPP TS 26.235: "Packet switched conversational multimedia applications; Default codecs".

[4]
3GPP TS 26.236: "Packet switched conversational multimedia applications; Transport protocols".

[5]
3GPP TR 26.935: "Packet Switched (PS) conversational multimedia applications; Performance characterization of default codecs".

[6]
3GPP TS 26.141: "IP Multimedia System (IMS) Messaging and Presence; Media formats and codecs".

[7]
3GPP TS 43.318: "Generic access to the A/Gb interface; Stage 2".

[8]
3GPP TR 45.912: "Feasibility study for evolved GSM/EDGE Radio Access Network (GERAN)".
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IETF RFC 3550 (2003): "RTP: A Transport Protocol for Real-Time Applications", H. Schulzrinne, S. Casner, R. Frederick and V. Jacobson.

[10]
IETF RFC 3551 (2003): "RTP Profile for Audio and Video Conferences with Minimal Control", H. Schulzrinne and S. Casner.
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IETF RFC 2327 (1998): "SDP: Session Description Protocol", M. Handley M. and V. Jacobson.

[12]
3GPP TS 26.071: "AMR Speech Codec; General description".

[13]
3GPP TS 26.090: "AMR Speech Codec; Transcoding functions".

[14]
3GPP TS 26.073: "AMR Speech Codec; C-source code".

[15]
3GPP TS 26.104: "AMR Speech Codec; Test sequences".

[16]
3GPP TS 26.171: "AMR Speech Codec, wideband; General description".

[17]
3GPP TS 26.190: "Speech codec speech processing functions; Adaptive Multi-Rate - Wideband (AMR-WB) speech codec; Transcoding functions".

[18]
3GPP TS 26.173: "ANCI-C code for the Adaptive Multi Rate - Wideband (AMR-WB) speech codec".

[19]
3GPP TS 26.204: "ANSI-C code for the floating-point Adaptive Multi-Rate Wideband (AMR-WB) speech codec".

[20]
IETF RFC 3267 (2002): "Real-Time Transport Protocol (RTP) Payload Format and File Storage Format for the Adaptive Multi-Rate (AMR) Adaptive Multi-Rate Wideband (AMR-WB) Audio Codecs", J. Sjoberg, M. Westerlund, A. Lakaniemi and Q. Xie.

[21]
ITU-T Recommendation H.263 (02/1998): "Video coding for low bit rate communication".

[22]
ITU-T Recommendation H.263 - Annex X (03/2004): "Annex X: Profiles and levels definition".

[23]
ISO/IEC 14496-2 (2004): "Information technology - Coding of audio-visual objects - Part 2: Visual".

[24]
ITU-T Recommendation H.264 (2005): "Advanced video coding for generic audiovisual services" | ISO/IEC 14496-10:2005: "Information technology - Coding of audio-visual objects - Part 10: Advanced Video Coding".

[25]
IETF RFC 3984 (2005): "RTP Payload Format for H.264 Video", S. Wenger, M.M. Hannuksela, T. Stockhammer, M. Westerlund and D. Singer.

[26]
3GPP TS 26.103: "Speech codec list for GSM and UMTS".

[27]
IETF RFC 3095 (2001): "RObust Header Compression (ROHC) Framework and four profiles: RTP, UDP, ESP, and uncompressed", C. Bormann and al..

[28]
3GPP TS 26.234: "Transparent end-to-end Packet-switched Streaming Service (PSS); Protocols and codecs".
[29]
3GPP TR 26.914: "Multimedia telephony over IMS; Optimization opportunities".

[30]
3GPP TS 24.229: "IP multimedia call control protocol based on Session Initiation Protocol (SIP) and Session Description Protocol (SDP)".
Editor’s note: Reference list needs to be edited and completed.
3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

example: text used to clarify abstract rules by applying them literally.

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

ARQ
Automatic repeat ReQuest

AS
Application Server

AVC
Advanced Video Coding

CSCF
Call Session Control Function

GAN
Generic Access Network

H-ARQ
Hybrid - ARQ

HSDPA
High Speed Downlink Packet Access

IMS
IP Multimedia Subsystem

IP
Internet Protocol

IPv4
Internet Protocol version 4

IPv6
Internet Protocol version 6

ITU-T
International Telecommunications Union - Telecommunications

MM
MultiMedia

MMS
Multimedia Messaging Service

MMTel
Multimedia Telephony

QoS
Quality of Service

RTP
Real-time Transport Protocol

SDP
Session Description Protocol

SIP
Session Initiation Protocol

TBF
Temporary Block Flow

ToIP
Telephony over IP

TTI
Transmission Time Interval

URL
Universal Resource Locator

VoIP
Voice over IP
Editor’s note: This list needs to be edited and completed.
4
System description
4.1
System
An IMS Multimedia Telephony call uses the Call Session Control Function (CSCF) mechanisms to route control‑plane signalling between the UEs involved in the call (see Figure 1). In the control plane, Application Servers (AS) should be present and may provide supplementary services such as call hold/resume, call forwarding and multi‑party calls, etc.

The scope of the present document is to specify the media path.  In the example in Figure 1, it is routed directly between the GGSNs outside the IMS. In case of transcoding, multi-party calls or teleconferencing, the media path may pass through a Media Resource Function (MRF) that could handle mixing and transcoding of media streams.
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Figure 1: High-level architecture figure showing the nodes involved in an MMTel call set-up.
4.2
Client

The functional components of an MMTel client are shown in Figure 2. 
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Figure 2: Functional components of an MMTel client.
The grey box marks the scope of the present document.
The scope of the present document is to specify media handling and interaction, which includes media control, media codecs, as well as transport of media and control data. General control-related elements of an MMTel client, such as SIP signaling, fall outside this scope, albeit parts of the session setup handling and session control are defined here:
-
Session setup refers to the usage of SDP in SIP invitations for capability negotiation and media stream setup. 
-
Session control deals with the set-up and control of the individual media streams between clients. It also includes interactivity, such as adding and dropping of media components.

Transport of media consists of the encapsulation of the coded media in a transport protocol as well as handling of coded media received from the network. This is shown in Figure 2 as the “packet based network interface” and is displayed in more detail in the user-plane protocol stack in Figure 3. The basic MMTel client defined here specifies media codecs for speech, video and text (see clause 5). All media components are transported over RTP with each respective payload format mapped onto the RTP (RFC 3550 [9]) flow according to RFC 3551 [10].
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Figure 3: User plane protocol stack for a basic MMTel capable terminal.
5
Media types and formats
5.1
Media components

Multimedia telephony supports simultaneous transfer of multiple media components with real-time characteristics. Media components denote the actual components that the end-user experiences. 

The following media components are considered as core components. At least one of these components is present in all multimedia telephony sessions.
· Voice: The sound that is picked up by a microphone and transferred from terminal A to terminal B and played out in a loudspeaker. 

· Video: The moving image that is captured by a camera of terminal A and rendered on the display of terminal B. Video can be full or half duplex.
· Text: The characters typed on a keyboard or drawn on a screen on terminal A and rendered in real time on the display of terminal B.
The above core media components are transported in real time from one terminal to the other using RTP (RFC 3550 [9]). All media components can be added or dropped during an ongoing session as required either by the end-user or by controlling nodes in the network, assuming that when adding components, the capabilities of the UE support the additional component.

5.2
Codecs

5.2.1
Speech

Editor’s note:
This clause will contain or refer to the content of clause 6.1 of TS 26.235 [3] specifying required and recommended support for AMR and AMR-WB.
5.2.2

Video
Editor’s note:
This clause will contain or refer to the content of clause 6.2 of TS 26.235 [3] specifying support for H.263, MPEG-4 Visual and H.264.
5.2.3
Real-time text
Editor’s note:
This clause will contain or refer to the content of clause 6.3 of TS 26.235 [3] specifying support for T.140.
5.3
Payload formats

Editor’s note:
List all RTP payload formats for the above codecs.
5.4
MIME media types

Editor’s note:
List all MIME media types to be used with the above payload formats.
6
Signalling and transport
6.1
General

This clause specifies protocols used for media handling in an IMS MMTel client. Most of the SIP signalling and issues regarding registration to the network and/or to IMS at power-on or at other occurrences are out of scope of this specification.

6.2
Protocols

Editor’s note:
Define which protocols that are used for signaling and transport, i.e. SIP & SDP, RTP (profiles), RTCP, …
6.3
Session setup procedures
6.3.1
General

General SIP signalling and session setup for IMS are defined in TS 24.229 [30]. This clause specifies SDP usage and media handling, including offer/answer considerations in the capability negotiation and handling of explicit usage scenarios.
6.3.2
SDP usage
6.3.2.1
Speech

6.3.2.2
Video

6.3.2.3
Text

6.4
Session control procedures
Editor’s note:
Considerations on how to add a component to an ongoing session or how to remove one.
6.5
Media flow

6.5.1
General

Editor’s note:
Considerations on how to use media in RTP, packetization guidelines, and other transport considerations.
6.5.2
Media specific
6.5.1.1
Speech
6.5.1.2
Video

6.5.1.3
Text

6.5.5
Media synchronization
Editor’s note:
This subclause includes considerations for synchronization between media components.
7
Buffer handling
Editor’s note:
This clause specifies mechanisms to handle delay jitter.
7.1
General
7.2
Speech

7.3
Video
8
Packet-loss handling
Editor’s note:
This clause specifies mechanisms to handle packet loss.
8.1
General
8.2
Speech

8.3
Video
9
Adaptation
Editor’s note:
This clause specifies adaptation mechanisms responding to variations in the transport channel. Some mechanisms are related to buffer handling (clause 7).
9.1
General
9.2
Speech

9.3
Video

10
Front-end handling
10.1
General

Editor’s note:
This clause handles pre- and post processing of media streams.
10.2
Speech
10.2.1
Noise suppression
10.2.2
Echo cancellation
10.2.3
Speech-level control
11
Inter-working

11.1
General
11.2
UTRAN/GERAN CS

Editor’s note:
Possible subclauses include the following:
11.2.1
Codec usage

11.2.2
Payload format

11.2.3
PSTFO (Media gateway transpacketization)

11.2.4
Session control

11.2.5
Service behaviour

11.3
UMA/GAN PS interworking
11.3.1
…
11.4
PSTN
11.4.1
…
11.5
TISPAN/NGN interworking
11.5.1
…
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<Normative annex title>

Annex <B> (informative):
<Informative annex title>
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