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1. Background

Today large scale deployment of PSS is inevitable for big carriers, which can typically be a distributed network framework (Figure 1). However, when doing live streaming test with such distributed framework, carriers like China Mobile find that there are very big interoperability problems among encoders and servers. 
First, there are different kinds of session control and data transport methods between encoder and server (Line 1 in Figure 1). Second, even if we do the live service test among servers only, there are still interoperability problems (Line 2 in Figure 1). Different transaction methods like “PUSH” and “PULL” are among those modules. Furthermore, even with the same “PUSH” or “PULL” concept, different system has different understanding and implementation.
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 Figure 1： A typical large scale framework of live unicast/broadcast/multicast multimedia service 
2. Justification

This problem is not due to the interoperability problem of different vendors, but due to the lack of specification on session control and data transport protocols and procedures, just like what has been specified between client and server in TS 26.234.
There are at least several live application scenarios to support this requirement.
· Inter-network roaming.

For instance, if carrier C1 chooses V1 as PSS system, and what carrier C2 chooses are V2’s systems. When C1 asks C2 for a live content share and C2 owns the exclusive content copyright, V1 server can not receive the live streaming data from V2 encoder or server if there are not apprehensible procedures.
· Using the third party encoder.

If the content provider has its own encoders who provides encoded content only, carrier can not ask every content provider to use the same system with its own because carrier can not control all of the content providers. So in this case carrier can not get all the live contents it really wants.
· Different encoders and servers in distributed system.

If one carrier deploy a large scale distributed system on its network, it is possible not to choose systems from one vendor only. In that case it needs not a private interface but an apprehensible session control and data transport procedures between encoder and server, server and server.
So the protocol procedures of both “Encoder-Server” and “Server-Server” cascading in live PSS application are very necessary to specify. That is not only the requirement of live streaming service, but also the requirement of other live services such as MBMS, PSC, DVB-H, etc.

What this topic focuses is the simple data flow session set up procedure of “Encoder-Server” and “Server-Server”, just as FTP in VoD case. Intelligent strategy function for redundancy and resilience takes effect before what this doc focuses. Only if the appropriate routings and servers were determined with the intelligent strategy, can the live session control and data transport procedures begin.
3. Requirements and Proposals
It is proposed that 3GPP specify the live PSS session control and data transport procedures among encoders and servers to resolve the interoperability problem. 
· Specify several protocol procedures of live PSS session control and data transport among encoders and servers.
· Do the IOT to confirm these protocol procedures.
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