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1 Introduction
In S4-050570 and referenced documents a conceptual implementation for a modified receiver, referred to as Permeable-Layer Receiver, within the MBMS-over-GERAN framework has been presented. This implementation example was viewed as a motivation such that SA4 can endorse the proposed changes by GERAN WG2 in the RLC layer to simplify the extraction of correctly received information in conventionally dropped LLC packets to be used in application layer FEC decoding. The changes in the RLC layer are as simple as applying the same mode for EGPRS as already applied for GPRS, namely the insertion of 0-bytes for RLC-PDUs which cannot be correctly recovered. In addition, GERAN WG2 asked CT1 in C1-051317/S4-050703 whether it is feasible to apply LLC unprotected mode for MBMS over GERAN which then allows forwarding this information to the IP/UDP layer in a UE receiver. The current MBMS specifications do already permit this mode such that basically the only formally requested changes in other groups than SA4 is the insertion of 0-bytes. CT1 replied to GERAN in C1-051543 that CT1 sees no technical issues with the proposed CR which proposed to add zero bytes also for EGPRS. Overall it should be clear that the changes below the IP layer are marginal and an already existing combination of modes is introduced for another system.
Despite GERAN WG2 and CT1 where only asked to endorse the change of inserting the 0-bytes, discussion documents in G2-050405 and C1-051467 were presented which elaborate potential impacts of the example implementation in S4-050570. Therefore, C1-051467 also replies to SA4 that CT1 likes to be kept informed of any further work done on the PLR proposal so that potential impacts to the UDP/IP protocols can be evaluated. 

Therefore, within SA4, we refrain to propose immediate changes to TR26.946 to introduce the Permeable-Layer Receiver due to the expected oppositions already expressed in G2-050405 and C1-051467. We rather would like to identify a collaborative way forward to identify potential impacts and find a way to resolve the issued concerns. Different options are discussed.
2 Technical Background

In S4-050570 the following example implementation was presented based on the assumption that the MBMS GERAN protocol stack operates as previously proposed. The proposal is slightly modified to be more specific.
Proposed action on and above IP layer

With this syntax and semantics available to the IP layer, the following actions are proposed for a possible implementation of the PLR for MBMS over GERAN:

1. The IP layer receives an IP packet from the LLC/SNDCP layer. In case that IPv4 header checksum fails, the packet shall be dropped. In case that the checksum is correct or in case of IPv6 the packet shall be forwarded to the next layer. Then packet might be processed as follows.

2. If the UDP checksum is correct, the packet shall be forwarded to the upper layers to apply appropriate action in the FEC decoding procedure. Otherwise the might be processed as follows.
3. The packet is checked for any sequence of 20 or more consecutive 0 bytes and all 0 bytes at the end of the packet. All parts of the UDP payload, for which any of these properties hold, are declared as erased. If any part of the headers for UDP, UDP FEC, ALC, LCT, FLUTE, etc. is in the erased part, the packet shall be dropped. Otherwise, the partly erased FLUTE or UDP FEC payload might be processed as follows.

4. The headers are appropriately interpreted and correct symbols for the FEC decoding are extracted and used in the FEC decoding process, e.g., to extract entirely correct symbols of non-correct UDP packets.

5. Optionally, the UDP header including the checksum might be stored for all erroneous packets and re-encoding might be applied in case that the source block can be recovered. Then the UDP payload can be checked again and only in case of a correct UDP checksum the data is forwarded to the application.

The modifications of this proposed operation to specifications are marginal.
The implications of this mode to implementations obviously depend on the implementation itself. In addition, no mandatory UE behaviour has been proposed. Nevertheless, it is important to understand the impacts using this mode. It is foreseen that the following issues are of relevance:

Operations 1 and 2 should be identical to current implementations except that wrong UDP packets are not dropped, but might be forwarded to some newly introduced entity. This entity would have to check whether the data is useful and if it belongs to the UDP ports of the MBMS UDP flow. Re-encoding would also have to be performed in a separate entity, but only optionally as an additional sanity check.
3 Impact Analysis
In C1-051467, Qualcomm and NEC have provided a deep and thorough impact analysis of the PLR sample implementation in S4-050570. We appreciate the efforts and would like to thank the authors for highlighting these important issues. We have included their analysis in our document in blue and provide comments to each of their statements. 
3.1 2.1 
Violation of UDP Protocol Rules

During normal UDP operations, UDP checksum computation is optional for the sender, when a UDP packet is to be carried over IPv4. In this case, the sender may also set the UDP checksum value to ‘0’ to indicate that the UDP checksum is not used.

During normal UDP operations, the receiver of a UDP packet checks the UDP checksum field. If the packet was received over an IPv4 network and the checksum is zero, the UDP layer will pass the packet to the upper layer for processing. If the checksum is non-zero and it matches the expected checksum, the received UDP packet is forwarded to the higher layer. If the checksum is non-zero and does not match the expected checksum (indicating data corruption), the UDP layer of the receiver discards the packet.

We note that the usage of the PLR assumes that a set of violations to normal UDP operations applies:

1. The UDP standard in RFC768 [3] allows an all-zero checksum or a properly computed checksum covering the IP and UDP headers in addition to the data.  The PLR proposes to modify this behaviour.  The special processing rules imply that off-the-shelf UDP implementations will have to be modified to handle FEC-encoded traffic differently from other UDP traffic. 
The only modification to off-the-shelf implementations is that erroneous UDP packets are not immediately dropped, but are processed in the UE. The processing can be done outside the off-the-shelf UDP implementation.
The non-mandatory use of the UDP checksum might be an overall problem within the protocol stack. With the permitted application of LLC unprotected mode and a disabled UDP checksum, the mentioned problem can also occur with the current specification. The mandatory use of UDP checksums in 3GPP networks would be a possible solution. It would also prevent of having undetected bit errors before accessing the radio access network.
Alternatively, it has to be checked whether the checksum in LLC unprotected mode covers the IP/UDP headers or if it is feasible to introduce such an operation mode. This may resolve many of the open problems.
2. The concept of ignoring the UDP checksum introduces several problems.  First, it might become problematic to detect any corruptions to the UDP header fields, including the destination port field.  Therefore, some UDP payloads might the forwarded to the wrong application.
It is important that the UDP checksum is not ignored, but that in case that it fails, the payload is attempted to be processed. The processing can be done very carefully and all possible constraints should be taken into account.
3. The concept of (a) forwarding UDP payloads to an application that might fix the data using FEC, (b) re-forwarding that FEC-processed payload with the correspondingly corrected UDP header, and (c) re-processing that same UDP packet, not only violates the UDP standard, but also would require substantial modifications to the MS state machine. 
Obviously this processing requires some additional efforts, but it is not necessary, it might be only helpful to have an additional sanity check.
2.2     Issues with IPv6 packets

In the case of IPv6 [4], there is no IP layer checksum. Therefore, the sender must compute the UDP checksum and include it in the UDP packet. The receiver must verify that the UDP checksum in the received UDP packet matches the expected value and must discard it in case of a mismatch. In other words, the UDP checksum cannot be disabled as in IPv4.

Checksum failures result in the packet being automatically dropped and therefore the proposed PLR contribution does not apply.  Clearly, the proposed solution is applicable in IPv4 networks only.
This is not correct. The same procedure as proposed for IPv4 can be applied. With the mandatory use of the UDP checksum one of the issues occurring with IPv6 might be even resolved.
2.3 


Issues with IPsec or SRTP

If IPsec is used for secure encapsulation, any modifications to the IP packet – including the UDP header and payload –   will result in cryptographic checksum verification failure. Furthermore, if a cipher is used in the cipher block chaining (CBC
) mode, the payload cannot be decrypted successfully, since the replaced 0s would propagate to the rest of the payload.   Thus, there may be issues with IPsec.
This should for sure be considered. The operation in case of using IPsec needs further consideration.
Similar to the IPsec processing rules, SRTP processing rules also require a packet to be discarded if the integrity checksum on the authentication tag fails.
It is worth to note that SRTP is done on UDP payloads before FEC. Therefore, in case of SRTP if the source block can be recovered, then SRTP works in the regular operation mode. If the source block cannot be recovered then the non-correct, even only partial correct RTP packets shall obviously be dropped. 
In both cases, the security (IPsec or SRTP) engine may consider integrity checksum failure as an active attack and may use countermeasures that might result in performance degradation. This should be investigated.

3.2 2.4
Issue with the MS state machine & stack(s)
The proposal requires substantial changes to UE state machines. It requires parsing for the additional 0s, storing UDP headers while waiting for upper layers to return the FEC-decoded payloads, verifying those FEC-decoded payloads, and re-forwarding the packets to the upper layers or dropping them.  

Last but not least, in case of a dual-mode UE, a dual UDP stack would be required since MBMS in UTRAN does not use PLR.
This has been clarified by assuming that non-correct UDP packets are forwarded to a new entity which itself needs some consideration. The regular operation of UDP is not changed.
3.3 2.5
ROHC interactions

When ROHC were enabled on the MBMS transmission, a packet with corrupted ROCH header received from the LLC/SNDCP layer would result in decompression failure and the packet will be dropped. Depending on how the decompressor parameters are configured in the UE, it may also cause the decompressor to falsely determine that the context is out of synchronization with the sender. Based on the false alarm, the decompressor transit to lower decompression state and it will result in subsequent packets being dropped by the ROHC decompressor in the UE. Synchronization would be restored only when a packet with full header is received. Thus, when the ROHC is enabled, the PLR scheme may adversely affect the compression performance. 
Although this might be a problem necessary to be considered, it is not related to the PLR. If the LLC unprotected mode is used the same behaviour can occur for non-PLR operations as well. 
3.4 2.6
Processing of received packets at each layer

The PLR scheme assumes that each layer can determine how a received packet that is corrupt is to be handled. All applications, except the MBMS application, would require the normal processing where the corrupted packet is discarded. This would require each layer to be aware of the application characteristics of each upper-layer application. This blurs the distinction between the protocol layering and the application. If hooks are to be provided in each layer to introduce application-specific behavior, the resulting implementation would be very messy.  Also, it would no longer be possible to use off-the-shelf implementations for each layer.
The latter statement is ignored for the time being as for the MBMS receiver off-the-self layers can not be used anyways, some modifications are required. Nevertheless, it has been addressed that except for a new box included which takes non-correct UDP packets and possibly processes those, standard receivers can be applied.
4 Summary of Open Issues
From the discussion it is obvious that several aspects need clarification whereas others seemed to be resolved easily. It is also worth to mention that some of these issues seem to be independent of the PLR, whereas others are related directly to the PLR.

Open Issues not related to the PLR:

1. With the permitted use of the LLC unprotected mode and with UDP checksum set to zero, how shall the MBMS FEC decoder or any other application handle this corrupted data? It may be that this is already resolved, some further study of the LLC protocol is necessary.
2. All issues with RoHC interaction in case of the use with the LLC unprotected mode need to be resolved, if there are any.

3. How are undetected bit errors in non-protected parts of the network detected in case that the UDP checksum is set to zero? Should these packets at all get to the UE?

Open Issues related to the PLR:

1. Are there any issues with IPsec to be clarified?
2. Are the gains of this mode sufficient to be proposed as an advanced receiver to be used in MBMS? Results are shown in an accompanied contribution S4-050757.
3. Would be the PLR be mandatory or should the technology be described with a sample implementation and some simulation results?

4. What are the detailed implementation impacts in the UE?

5 Proposed Way Forward

Based on the analysis and the discussion as well as the results in the accompanied contribution, we believe that the option of introducing this mode in MBMS should be investigated more carefully. We believe that a collaborative way forward might be very helpful in a sense that all impacts are evaluated and it is tried to resolve them in an appropriate manner. Therefore, we propose 
· to inform GERAN WG2 that SA4 sees benefits in the insertion of 0-bytes, and

· to continue with the PLR with one of the two following options:
5.1 Option 1

The work is continued Release-independent and is eventually included in TR26.946. All issues are resolved within SA4 first, a concrete proposal is awaited and then comments from relevant SA4 groups WG2 and CT1 are requested.

5.2 Option 2

It should be clarified if SA4 is at all willing to work into the direction of cross-layer optimizations. Proposals into similar directions have recently been submitted by other companies, e.g. in S4-050607, where a work item into this direction is proposed. In this case we propose to introduce a new study item targeting for a feasibility study which allows looking at different SA4 relevant cross-layer optimization issues. In case that this feasibility study should reveal interesting potentials for improvements a concrete work item might be started within SA4. In case that we identify too significant problems with cross-layer optimizations, SA4 should refrain to start similar actions in the future unless new and clear evidence is shown.
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� CBC mode encryption works as follows: CBC is a block cipher mode and requires an unpredictable initialization vector (IV).  Each packet is divided into blocks and the first plaintext block is XOR-ed with a randomly generated IV before encryption.  To encrypt each subsequent plaintext block, the previous ciphertext block serves as the IV.  Thus, in CBC mode, each ciphertext block is dependent on all of the previous plaintext blocks.





