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Introduction

A cross-layer proposal for MBMS operations, called Permeable-Layer Receiver, or PLR, has been presented in S4-050570[1]. During the SA4#36 Plenary, Qualcomm voiced concerns over the UE impact in order to support PLR. This contribution summarises our understanding of the PLR proposal and points out the potential issues in the different layers as we see them. 

Briefly, the PLR algorithm proposes a modified receiver strategy where the receiver can obtain additional Raptor (FEC) symbols for MBMS over GERAN. The PLR proposal can be summarized as,
1. The GERAN layer inserts fill bytes with value ‘0’ in case of erroneous RLC data blocks
2. The IP layer receives an IP packet from the LLC/SNDCP layer. If the IP header checksum fails, the packet should be dropped. Otherwise the packet shall be processed as follows.

3. If the UDP checksum is correct, the packet shall be forwarded to the upper layers to apply appropriate action in the FEC decoding procedure. Otherwise the packet should be processed as follows. 

4. The packet is checked for any sequence of 20 or more consecutive 0 bytes and all 0 bytes at the end of the packet. All parts of the UDP payload, for which any of these properties hold, are declared as erased. If any part of the headers for UDP, UDP FEC, ALC, LCT, FLUTE, etc. is in the erased part, the packet is dropped. Otherwise, the partly erased FLUTE or UDP FEC payload is processed as follows.

5. The headers are appropriately interpreted and correct symbols for the FEC decoding are extracted and used in the FEC decoding process, e.g., to extract entirely correct symbols of non-correct UDP packets.

As can be seen from the above description, the PLR proposal proposes modifications of packet processing across several layers in order to optimize FEC operations.  Unfortunately, in addition to the GERAN layer, this also requires a number of changes to the behaviour of the UDP/IP layers and MBMS specifications in SA4.
Ultimately, this paper is based on the belief that each single component of a cross-layer proposal should be accepted only when the potential issues to each involved layer are discussed and cleared. 
Due to its cross-layer nature, the PLR involves multiple layers at once, whereas each 3GPP Working Group typically has responsibility for one or two layers. For this reason, this contribution examines the potential impact of the PLR on the UDP and on the IP layers, which appears to have been by-passed in the course of the correspondence between GERAN2 and SA4 and which is raised in an LS from GERAN2 to CT1[4].
Section 2 provides details of the potential UE impacts when the UE needs to support PLR Section 3 draws some conclusions and suggests a way forward.
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Impact analysis
2.1 
Violation of UDP Protocol Rules

During normal UDP operations, UDP checksum computation is optional for the sender, when a UDP packet is to be carried over IPv4. In this case, the sender may also set the UDP checksum value to ‘0’ to indicate that the UDP checksum is not used.

During normal UDP operations, the receiver of a UDP packet checks the UDP checksum field. If the packet was received over an IPv4 network and the checksum is zero, the UDP layer will pass the packet to the upper layer for processing. If the checksum is non-zero and it matches the expected checksum, the received UDP packet is forwarded to the higher layer. If the checksum is non-zero and does not match the expected checksum (indicating data corruption), the UDP layer of the receiver discards the packet.
We note that the usage of the PLR assumes that a set of violations to normal UDP operations applies:
1. The UDP standard in RFC768 [2] allows an all-zero checksum or a properly computed checksum covering the IP and UDP headers in addition to the data.  The PLR proposes to modify this behaviour.  The special processing rules imply that off-the-shelf UDP implementations will have to be modified to handle FEC-encoded traffic differently from other UDP traffic.  

2. The concept of ignoring the UDP checksum introduces several problems.  First, it might become problematic to detect any corruptions to the UDP header fields, including the destination port field.  Therefore, some UDP payloads might be forwarded to the wrong application.

3. The concept of (a) forwarding UDP payloads to an application that might fix the data using FEC, (b) re-forwarding that FEC-processed payload with the correspondingly corrected UDP header, and (c) re-processing that same UDP packet, not only violates the UDP standard, but also would require substantial modifications to the MS state machine. 
2.2     Issues with IPv6 packets
In the case of IPv6 [3], there is no IP layer checksum. Therefore, the sender must compute the UDP checksum and include it in the UDP packet. The receiver must verify that the UDP checksum in the received UDP packet matches the expected value and must discard it in case of a mismatch. In other words, the UDP checksum cannot be disabled as in IPv4.

Checksum failures result in the packet being automatically dropped and therefore the proposed PLR contribution does not apply.  Clearly, the proposed solution is applicable in IPv4 networks only.
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Issues with IPsec or SRTP
If IPsec is used for secure encapsulation, any modifications to the IP packet – including the UDP header and payload –   will result in cryptographic checksum verification failure. Furthermore, if a cipher is used in the cipher block chaining (CBC
) mode, the payload cannot be decrypted successfully, since the replaced 0s would propagate to the rest of the payload.   Thus, there may be issues with IPsec.
Similar to the IPsec processing rules, SRTP processing rules also require a packet to be discarded if the integrity checksum on the authentication tag fails.
In both cases, the security (IPsec or SRTP) engine may consider integrity checksum failure as an active attack and may use countermeasures that might result in performance degradation. This should be investigated.
2.4
Issue with the MS state machine & stack(s)
The proposal requires substantial changes to UE state machines. It requires parsing for the additional 0s, storing UDP headers while waiting for upper layers to return the FEC-decoded payloads, verifying those FEC-decoded payloads, and re-forwarding the packets to the upper layers or dropping them.  
Last but not least, in case of a dual-mode UE, a dual UDP stack would be required since MBMS in UTRAN does not use PLR.
2.5
ROHC interactions
When ROHC were enabled on the MBMS transmission, a packet with corrupted ROHC header received from the LLC/SNDCP layer would result in decompression failure and the packet will be dropped. Depending on how the decompressor parameters are configured in the UE, it may also cause the decompressor to falsely determine that the context is out of synchronization with the sender. Based on the false alarm, the decompressor will transit to lower decompression state and it will result in subsequent packets being dropped by the ROHC decompressor in the UE. Synchronization would be restored only when a packet with full header is received. Thus, when ROHC is enabled, the PLR scheme may adversely affect the compression performance. 
2.6
Processing of received packets at each layer

The PLR scheme assumes that each layer can determine how a received packet that is corrupt is to be handled. All applications, except the MBMS application, would require the normal processing where the corrupted packet is discarded. This would require each layer to be aware of the application characteristics of each upper-layer application. This blurs the distinction between the protocol layering and the application. If hooks are to be provided in each layer to introduce application-specific behaviour, the resulting implementation would be very messy.  Also, it would no longer be possible to use off-the-shelf implementations for each layer.
3
Conclusion

The previous section has showed how the PLR appears to have a number of impacts to the UDP and to the IP stacks. 
In a number of cases, e.g., IPv6 networks, or when IPsec or SRTP are used, the solution simply does not work.  In other cases, the solution might work, but some errors cannot be identified until after substantial amount of processing, e.g. errors in UDP headers cannot be identified until after FEC decoding process but the incorrect UDP port number would mean that the packet was passed to the wrong application for decoding.  
We also observe that the changes in the UDP behaviour are not standard compliant and will result in a more complex UE implementation, making it impossible to use off-the-shelf standard-based UDP stacks. 
In conclusion, we propose that the impact on different layers in order to support PLR be thoroughly investigated with consultation with other 3GPP Working Groups.
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� CBC mode encryption works as follows: CBC is a block cipher mode and requires an unpredictable initialization vector (IV).  Each packet is divided into blocks and the first plaintext block is XOR-ed with a randomly generated IV before encryption.  To encrypt each subsequent plaintext block, the previous ciphertext block serves as the IV.  Thus, in CBC mode, each ciphertext block is dependent on all of the previous plaintext blocks.






