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1 Overview

When VoIP is carried over packet-switched networks such as HSDPA/EUL, packets may not arrive in a synchronous manner. In general, the delay of packets may contain jitter, meaning that the inter-arrival time may not always be equal to the inter-departure time and may also be variable. This may also cause packets to be delivered out-of-order or multiple packets to arrive bundled together. It is eventually up to the VoIP terminal to absorb this jitter since the speech decoder expects a synchronous stream of voice packets.
This contribution proposes a testing methodology for evaluating VoIP clients operating over HSDPA/EUL. The term VoIP client is used to include speech encoder and RTP packetization on the sender side; a jitter buffer management (JBM) scheme and speech decoder on the receiver side. Referring to Figure 1, the sender encodes speech and generates RTP packets. The network simulator [1] introduces packet losses and transport related delays to this RTP stream. The output of the RTP network simulator (or the received packet stream) is used by a VoIP client to generate the PCM output. In this contribution we propose a “network↔client interface” module (shown in blue) which simulates (i) the non-periodic arrival of speech packets in a VoIP application and (ii) the periodic output of decoded speech from the speech decoder.

2 Network simulator for 3GPP2 packet networks on shared channels
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Figure 1: Test setup for VoIP codecs 

The network simulator uses a channel delay profile (see [2] for details) to introduce packet losses and packet delays to the encoded RTP packet stream. An LS has been sent to RAN [3] to provide SA4 with typical delay profiles. An example RTP packet stream at the output of the network simulator is shown in Figure 3 (Figure 2 explains the different fields of the network simulator packets). Notice that the time stamp field does not increment periodically by 20ms anymore. Instead the packet delay experienced by the packets is included in the time stamp field. This value corresponds to the time at which the speech decoder in a practical VoIP system would receive the packet from the network. 
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Figure 2. Network simulator packet. In addition to the RTP packet, two addition header fields are required by the network simulator. Packet size: size of the RTP packet (payload + header). Time stamp: time (in ms) at which the packet is transmitted/received.
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Figure 3: Network simulator packets at the receiver. Figure 3 explains the different fields of the network simulator packets. The RTP packets are shown with two addition header fields required by the network simulator. Packet size: size of the RTP packet (payload + header). Time stamp: time at which the packet was received, this has been modified from the transmission time to include the packet (scheduler + transmission) delay. Notice that it does not increment periodically by 20 ms.
This packet jitter has to be handled by a VoIP client while generating speech output. Assume a simple de-jitter buffer of depth x frames. When x=2, there is an initial delay of x*20ms. There are multiple solutions to the jitter problem. In this contribution, we call these Jitter Buffer Management (JBM) schemes. This JBM scheme operates in a synchronous manner. Note that the interval between successive packets in an IP transport is not constant.  It is possible for VoIP clients capable of variable rate rendering to operate in asynchronous manner. When the interval between successive packets in the buffer is less than 20 ms then the VoIP client could produce less than 160 samples, and similarly when the interval between successive packets is more than 20 ms then the VoIP client could produce more than 160 samples. There are many solutions to accomplish such capability using a jitter buffer and multitude of time warping techniques to either contract or expand the speech output. 

When evaluating the user experience in VoIP services (e.g. MOS tests), it is essential to have a “repeatable process” that exercises JBM schemes operating with a given speech codec, such as AMR and AMR-WB.

In order to evaluate various JBM schemes, the following methodology is proposed:

1. Set time T= timestamp of the first speech packet. Deliver the received speech packet to the VoIP client.

2. While speech packet is available

a. Set curr time Tc = timestamp of the earliest speech packet not yet delivered to the VoIP client

b. Request from the VoIP client Tc-T seconds of decoded speech. 

c. Receive Tc-T seconds of speech. 

d. Write out this speech data to output file.

e. Deliver the received speech packet to the VoIP client. Set T=Tc

3. If anymore speech packets are available go to 2, else flush the VoIP client buffer and STOP

The interaction between the “network↔client interface module and the VoIP client is illustrated in Figure 4. To ensure fair testing and verify the de-jitter and time warping aspects in a VoIP system, the network-decoder interface controls (i) the delivery of encoded speech packets to the speech decoder and (ii) controls the output of speech data from the speech decoder. 
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Figure 4: Testing methodology for VoIP codecs

To better understand this methodology consider the RTP packets in Figure 3. The operational steps at the decoder for this RTP packet stream are illustrated below.

1. Packet 1 arrives at 120ms, set T=120ms. Deliver this packet to the VoIP client. 

2. Packet 2 arrives at 150ms

a. Set Tc=150ms

b. Request for 30ms of decoded speech. VoIP client delivers PCM (=30ms). Write out this speech data to output file, and stats to log file

c. Deliver the received speech packet to speech decoder. Set T=150ms

3. Packet 3 arrives at 175 ms 

a. Set Tc=175ms

b. Request for 25ms of decoded speech. VoIP client delivers PCM (=25ms) Write out this speech data to output file, and stats to log file.

c. Deliver the received speech packet to speech decoder. Set T=175ms

4. Packet 4 arrives at 185ms

a. Set Tc=185ms

b. Request for 10ms of decoded speech. VoIP client delivers PCM (=10ms)  Write out this speech data to output file, and stats to log file.

c. Deliver the received speech packet to speech decoder. Set T=185ms

5. Packet 5 arrives at 200ms

a. Set Tc=200ms

b. Request for 15ms of decoded speech. VoIP client delivers PCM (=15ms) Write out this speech data to output file, and stats to log file.

c. Deliver the received speech packet to speech decoder. Set T=200ms

6. No more speech packets. Flush decoder buffer, write stats to log file and STOP

The above procedure simulates both periodic and non-periodic arrival of speech packets at a VoIP receiver. Always requesting for Tc-T seconds of speech will ensure that time warping capabilities of the speech decoder is exercised. This will ensure we can fairly evaluate/characterize VoIP speech codecs. 

One parameter which has to be specified for comparison testing is the maximum size of the de-jitter buffer. Obviously the larger the size of the de-jitter buffer the better the decoder performance; however the user experience might be degraded if the delay is very large. Hence, it is proposed that the VoIP clients be tested for different maximum de-jitter buffer sizes, e.g., 20ms, 40ms, 60ms and 80ms. 

3 Conclusions and Recommendation

This contribution presented a testing methodology for evaluating VoIP clients that support variable rate rendering. It is recommended that this procedure be adopted for the same.
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5 Appendex: Network-Client to VoIP receiver interface
The interface between “network↔client interface module and the VoIP client is documented in the file ncim.h. In summary, the interface consists of the following C functions exported by the VoIP client module.

· void *codecCreateInstance (const char *id);
· void codecReleaseInstance (void *codec);
· int codecInputPacket (void *codec, const void *packet, unsigned int length, unsigned long received);

· int codecOutputPCM (void *codec, short *pcm, unsigned int length);
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