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1. Introduction
In a recent exchange of liaison statements ([1], [2]), RAN2 and SA4 have discussed selecting a limited set of IP packet sizes for MBMS.  This discussion has shown general agreement that such a limitation would be beneficial for a number of reasons (e.g., limiting the number of test configurations and the complexity of radio bearers for MBMS).  This document suggests an approach to choosing the selected packet sizes.
2. Discussion

Throughout this document, we make the assumption that each RLC SDU consists of a single RTP packet (as emitted by the codec, including RTP/UDP/IP headers).  The relationship of a single packet to a frame of video is nontransparent, but can generally be ignored by lower layers, which treat the packets as an undifferentiated stream of data.  (However, that relationship does inform some of the upper layers’ expectations of the lower layers—e.g., the “all packets are equal” criterion mentioned in Section 2.1.)
We abuse the term “RTP header” to mean “RTP/UDP/IP header”, for brevity.  The phrase “TTI size” is always used from the perspective of the RLC; that is, it refers to the amount of data from layers 2 and above that could be packed into the TTI, or (equivalently) to the product of the TTI length and the nominal data rate of the RAB.
In this section, we investigate the consequences of restricting SDU sizes, and move towards the determination of a particular set of sizes.
2.1. Fragmentation/Concatenation Considered Harmful
The clearest criterion is that the choice of SDU size should avoid causing fragmentation of one SDU across multiple TTIs.  This is the same principle elucidated in [4] (with the physical layer considered as the “underlying network”).
If an SDU is fragmented across multiple TTIs, the transmission loss of any one TTI will of course cause loss of the entire SDU.  In the worst case, where SDUs are both fragmented and concatenated, losing one TTI can cause the loss of two SDUs:
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Figure 1: Loss of one TTI destroys both SDUs

This situation elevates the SDU error rate quickly; at a size ratio of n = SDU size / TTI size, and a per-TTI error rate of x, the SDU error rate is 1 - (1-x)n—for small x and n this is close to xn.

There is a complementary problem with concatenation of several SDUs into a single TTI; obviously, if the TTI is lost, all the SDUs are lost.  Unlike fragmentation, the loss of concatenated SDUs does not increase the effective bit error rate at the application layer—if a TTI is lost, the cost in bits is the same whether it carried one SDU or many—but in the particular case of the H.264 codec as currently used for MBMS, each SDU is considered to be of equal value (per [4]), with the loss of several consecutive SDUs likely to cause perceptually serious error propagation through multiple video frames.  (Indeed a single SDU may contain several video frames by itself.) 
These concerns lead to the conclusion that each TTI should carry a single SDU.  In particular, the codec for a given service should only emit SDUs in sizes that fit in the TTI size for the bearer (after allowing space for headers).

2.2.  Baseline Proposal

Based on the considerations above, we begin by considering the simplest scheme available.
Proposal 1: Fix the size of an SDU to be equal to the TTI size, allowing space for the RTP and RLC headers.

This proposal seems like an obvious consequence of Section 2.1; it achieves the basic goal of preventing fragmentation and concatenation, while using as much as possible of the TTI for data from the codec.  However, the need to include an RTP header that may later be compressed by RoHC introduces a complication.
The uncompressed RTP header has a size of 41 octets.  Experimental results with H.264 output suggest that RoHC compresses the header to 4 octets or less approximately 95% of the time.  Unfortunately, the codec cannot predict which 5% of the packets will not be compressed; thus the SDUs need to allow 41 octets of space for the uncompressed header, even though all but 4 octets of this space will go unused almost all the time.  In the case of a 64 kbps bearer with a 40 ms TTI (i.e., 320 octets available to the RLC), this means an effective (headerless) SDU size of 277 octets (plus 2 octets for the RLC header, assuming a single 320-octet PDU), as shown in Figure 2.
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Figure 2: Wasted space after compressed headers
In effect, slightly less than 11% of the bandwidth of the MBMS bearer is wasted, with only 2% devoted to the actual header data.  This proposal is workable and always avoids fragmentation, but the efficiency is unimpressive.  It also makes the use of RoHC pointless; the space saved by compressing headers is not actually put to any use.
In addition, assuming a VBR codec, the packet size of 277 octets is a fiction; the actual segments of application data would be of variable sizes up to 277 octets, and would need to be padded to a constant size.  Thus some portion of the RTP packet contents actually represents wasted bandwidth; in experiments with actual (VBR) codec output, an average of approximately 16% of each packet is codec-generated padding under these conditions, so the bandwidth efficiency of this scheme is only approximately 71% in practice.  (Note, however, that [2] suggests that in the download-and-play case most RTP packets will be of a near-constant size, making this method better for download than for streaming services.)
The issue of padding in upper layers was raised in [2], with the conclusion that SA4 saw no benefit to sending padding bits within the RTP packet.  These bits are also of no use to the lower layers; they need to be transmitted over the air, wasting power and bandwidth.  The large amount of this padding involved in Proposal 1 makes it pointlessly wasteful.
2.3. Bandwidth Reuse For DTX
Several ideas suggest themselves as means to “recover” the wasted portion of the MBMS bearer under Proposal 1.  However, most are not practical.  For instance, packing several SDUs together into a TTI, while it uses the bandwidth more efficiently, causes the escalation of SDU error rate already described.  Filling the TTI with padding bits is obviously unproductive.  The remaining alternative is to simply not transmit the “extra” bits, allowing physical-layer DTX to lower the interference from the service.
For DTX to be useful in a particular TTI, the RLC PDU size must be no greater than the number of extra octets in the TTI.  Moreover, any padding bits within the RTP packet are of course irretrievably lost; in this sense, to maximise the effectiveness of DTX, the ideal approach would be to perform no padding at the codec at all (e.g., a VBR codec with no restrictions on packet size).  In effect, DTX represents a limited reuse of bearer bandwidth that would otherwise be wasted on the transmission of padding bits, limited by the sizes of an RLC PDU and an RTP packet (with smaller sizes of each making more bits available for DTX).
In particular, Proposal 1 represents the worst of all possible worlds for DTX.  As shown above, under this proposal, 16% of the bearer is used for “codec padding” within the RTP packet.  By the time the packet reaches the RLC, this portion of the bandwidth is lost forever; it cannot be modified at this stage (certainly not without a severe layering violation), and so cannot be recovered in the lower layers by DTX or any other means.  Moreover, if we assume a 320-octet RLC PDU, any remaining space is filled with padding bits by the RLC and cannot actually be used for DTX.  (Attempting to find an RLC PDU size that allows TTIs containing either 277+6 or 277+43 octets, while still leaving some bits available for DTX in the former case, results in a kind of death-spiral, as each reduction in the PDU size introduces more headers into the TTI and forces the PDU size to become smaller still.)  If DTX is to be used, we need to consider more RTP packet sizes.
It should be noted that the portion of the TTI devoted to application-layer data is fixed, at least from the perspective of lower layers; there does not appear to be any realistic way to actually make more of the bearer available for MBMS, and our objective is to minimise the pointless broadcast of padding bits, and the consequent interference, while gaining the various advantages of restricted packet sizes.
2.4. Choice Of Packet Sizes

Assuming DTX is used for the portion of the TTI not occupied by the RTP packet, we can divide the transport bits of one TTI as shown in Figure 3.  (Only one RLC PDU is shown, for clarity; we will address this simplification below.)
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Figure 3: Anatomy of a TTI
Our objective is to minimise the portion of the TTI containing padding (of either type), which is to say to maximise the DTX space, while keeping the number of packet sizes under some measure of control.  The amount of codec padding is a consequence of the RTP packet size(s); the RLC padding is a consequence of the RLC PDU size.  These sizes are more or less independent of each other.

Under Proposal 1, using H.264 VBR codec data as input and assuming a 320-octet RLC PDU size, the bandwidth is distributed across these categories as shown in Figure 4.
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Figure 4: Bandwidth distribution (Proposal 1)
As we have already seen, however, Proposal 1 appears not really to be a satisfactory solution to the problem; we need to consider a broader range of packet sizes.  Such a range should include “full-size” packets like those from Proposal 1 (since the codec will sometimes generate packets of actual data whose size approaches the maximum), but will also need to allow smaller packet sizes, with less codec padding and hence more of each TTI potentially available for DTX.
There is no obvious functional restriction on what packet sizes could be allowed, except for general concerns of complexity.  As a simple approach with reasonable flexibility, we could fix a “granularity” for packet sizes, allowing the final SDU sizes (including space for headers) to be any multiple of the granularity—in effect the granularity behaves like a higher-layer version of the transport block size.  This leads to a second proposal.

Proposal 2: SDU sizes, including 41 octets for the RTP header and the necessary space for RLC headers, can be any multiple of a fixed granularity GSDU, up to the TTI size.

For analysis, we assume that the RLC PDU size is the same as the granularity.  When the header is uncompressed, there is no RLC padding; when it is compressed, some RLC padding is needed to bring the SDU to a multiple of the granularity.  It also limits the usefulness of small granularities, which result in large numbers of 2-octet RLC headers.
Under this proposal, a TTI (omitting physical-layer details) is assembled as shown in Figure 5.
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Figure 5: Anatomy of a TTI with granularity
The choice of granularity is a tradeoff between simplicity and DTX bandwidth; the latter is determined by the amount of (codec and RLC) padding, and the RLC header overhead.  The relationship is shown in Figure 6.  (The proportions of MBMS and header data are essentially constant at 71% and 2% across granularities.)
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Figure 6: Bandwidth distribution for various granularities
This analysis is based on output from an H.264 VBR codec, with a maximum RTP packet size (without header) of 275 octets.  The data are packed into TTIs of 320 octets, after adding 4 octets (95% probability) or 41 octets (5% probability) for the RTP header, and an appropriate number of RLC headers (depending on the granularity and SDU size).  Note that the extreme case GSDU=320 is the same as Proposal 1.
Granularities smaller than 32 prove to be unusable due to the same “death-spiral” described in Section 2.3; the small PDUs cause an explosion in the bandwidth consumption of RLC headers.

The percentage of bandwidth available for DTX is fairly sensitive to the choice of GSDU at all levels, but over a relatively small range of approximately 6% to 13% (excluding the drop to zero at GSDU =320).  An exact choice of granularity depends on weighing the relative importance of the benefits of DTX and those of simplicity from limited packet sizes.
We suggest that GSDU=40 may represent a reasonable compromise in the case at hand.  The number of transport formats required to capture the possible SDU sizes is manageable, and it allows DTX in approximately 12% of the average TTI.
2.5. Controlling Padding
Under Proposal 2, bandwidth is lost to either codec padding or RLC padding (in addition to the RLC headers, which are inflexible given the PDU size).  This section examines some possible approaches to reducing their impact, so as to allow the use of the larger granularities at which their effects are most significant.

2.5.1. Codec Padding

For larger granularities, codec padding can consume a significant fraction of the bearer.  However, the benefits of limited packet sizes still make these larger granularities attractive for lower layers.  From the RAN2 perspective, it is not clear if the codec padding can be limited at the source; to the extent that codec settings can encourage the generation of specific-sized blocks of useful application data, rather than padding, it would be possible to reduce this effect.

If codec padding were somehow eliminated entirely (without other changes to the data stream), the application-data throughput of any given MBMS bearer would be unaffected, but a significant portion of bandwidth could be devoted entirely to DTX with its attendant benefits.  While this perfect outcome seems somewhat unlikely, the closer the codec comes to it, the greater the benefits for lower layers.  Because the effects on over-the-air efficiency are potentially significant at larger granularities, it may be worth inquiring as to the feasibility configuring the codec to favour producing blocks of fairly consistent sizes containing actual application data.
2.5.2.  RLC Padding
Referring to Figure 6, we observe an interesting feature of the RLC padding bandwidth: At larger granularities, it seems to stabilise at a value of approximately 11-12%.  At all granularities other than 320, this is the largest single contributor to wasted bandwidth.

The reason for this stabilised value is the same as in Proposal 1: the space that is reserved for RTP headers, but unused due to RoHC.  An SDU with an uncompressed header and one with a compressed header differ in size by 37 octets.  If the granularity is large, the two will usually be rounded to the same size, with the “extra” 37 octets being filled by RLC padding.  For small granularities, the smaller header will often allow the packet to fit in a smaller SDU, making some portion of that 37 octets available for DTX.

In effect, larger granularities have the same problem as Proposal 1, in which the space allocated for uncompressed headers goes to waste 95% of the time.  Unfortunately, this space does not seem to be easily recoverable, since there is no way for the codec to know in advance which packets require the extra space for an uncompressed header.

The alternative would be to allow space only for a compressed header, and allow fragmentation of an SDU across two TTIs in the rare case where the header is not compressed.  Such a scheme would violate the prohibition on fragmentation from Section 2.1, but since fragmentation would be rare in practice, the results might be acceptable.  (On the other hand, the SDUs with an elevated loss rate would be precisely those with a full-length header, whose loss might be especially serious if the header was needed to reestablish RoHC context.)
Note that uncompressed headers would not always cause fragmentation; if header compression did not occur with an RTP packet whose (headerless) size is less than (TTI size – (41+RLC header sizes)), the resulting SDU would still fit in a single TTI.  In VBR data with no attempt to control this issue, most packets actually do fall into this large size range, but if the codec could somehow be biased to produce smaller packets when uncompressed headers are most likely, the need for fragmentation would be diminished.  This point too may be worthy of inquiry.

Even without modified codec behaviour, the gain from allowing fragmentation in these restricted circumstances is significant.  For a “back of the envelope” calculation, we use the simple fragmentation method shown (with a granularity of 40 octets, and an example RTP packet having an application-data payload of 290 octets) in Figure 6:
[image: image7.emf]RTP packet (290 octets)

RTP header 

(43 octets)

RLC headers 

(16)

RTP (290)

Partial RTP 

header (14)

RLC 

(2)

Partial RTP header (29)

Padding 

(9)

DTX (280)

TTI 1

TTI 2


Figure 7: Fragmentation due to uncompressed header (GSDU=40)
Fragmentation requires the use of 2 octets for an RLC header in the second TTI, and a variable number (9 in the example) octets of RLC padding to bring the new SDU up to 40 octets.  The remaining 280 octets are available for DTX.  (In reality, the amount of padding would of course depend on the granularity and the exact size of individual RTP packets.)  The service is also delayed by one TTI at each fragmentation, but this seems acceptable given the comparatively high delay tolerance of MBMS.
If this situation occurs in 3.6% of packets (based on 5% of headers uncompressed, and packets sizes taken from codec output with a maximum size of 314 octets; experimentally, approximately 72% of packets exceeded 261 octets), the resulting waste of bandwidth is a negligible 0.2%, meaning that this approach recovers virtually all of the 11% loss that results from always allocating 41 octets for the RTP header.
Based on this result, we modify Proposal 2 as follows:

Proposal 3: SDU sizes, including 4 octets for a compressed RTP header and space for RLC headers, can be any multiple of a fixed granularity GSDU, up to the TTI size.  In the case that an uncompressed header produces an SDU that would exceed the TTI size, it is fragmented across two consecutive TTIs.

The SDU error rate is of course elevated under this proposal, in proportion to the amount of fragmentation; under the assumptions above, 3.6% of SDUs have a doubled risk of error, which is to say that the SDU error rate is elevated by 3.6% of the underlying PDU error rate—a fairly minor sacrifice that seems acceptable in exchange for the large portion of bandwidth being reused.

More importantly, this proposal actually increases the amount of bandwidth available to the application layer.  Each RTP packet is allowed to contain 37 octets of application data that under other proposals would be reserved for the uncompressed header; the codec can exploit this extra space to operate at a higher average rate.  In the case of a 320-octet PDU, the improvement is approximately 10% (with some dependence on the value of GSDU, since it affects the portion of the  TTI that is consumed by RLC headers rather than MBMS data).  For shorter PDUs (i.e., lower data rates), the effect is proportionately greater.
With the problem of RLC padding almost entirely removed, the system can use a coarser granularity to achieve the same bandwidth efficiency.  Based on the results shown in Figure 6 above, we suggest that GSDU =80 could be a reasonable value for the granularity under Proposal 3; the only significant wasted bandwidth is the portion given over to codec padding (approximately 6%), and the TFS for the bearer has a quite reasonable 5 members.
3. Conclusion
We suggest the following approach to the issue:

· Endorse Proposal 3 as a general method of managing MBMS packet sizes;
· Use GSDU =80 as a tentative granularity for the case of a 320-octet TTI;
· A general mapping from TTI sizes to granularities could be developed on the same principles

· Granularity determines several parameters when MBMS RABs are defined

· Select RLC PDU sizes to match GSDU, so as to allow DTX when RTP packets underflow the TTI;

· Inquire to SA4 about the possibility of managing codec behaviour to produce more consistently-sized packets of actual MBMS data, rather than relying on codec padding.
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